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Abstract. From both a practical and economic point of view, road transport meets almost all the requirements of 
modern life, but it is also a source of numerous negative effects, including traffic accidents. In order to design a safe 
transport system and achieve the ‘zero vision’ goal  – no serious injuries or fatalities in traffic accidents  – there is a 
growing need for a systematic approach to this problem. Prior to the assessment of any accident prevention measure 
it is necessary to identify the most important factors and significant patterns which affect the severity of accidents and 
injuries. In this study, the crash data from Slovenia pertaining to the period 2005–2009 were analysed with a Classifica-
tion and Regression Tree (CART) algorithm, one of the most widely applied data mining technique when analysing a 
large amount of data with several independent quantitative or qualitative variables. Before building a non-parametric 
classification tree, the data were split into three totally separate subsets, the training set, the testing set, and the evalua-
tion set. Moreover, using the Variable Importance Measure (VIM) the factor of influence of nine independent variables 
on the target variables were calculated. The results confirm that traffic accidents and injuries on Slovenian roads are 
caused by a combination of factors, the most important of them being human error, or more precisely, speeding and 
driving in the wrong lane. 
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Introduction

Mobility is an important component of the socio-eco-
nomic development of individuals and society. Ease of 
movement is essential for the transport of goods and 
people. From a practical and economic point of view 
roads allow almost all the requirements of modern life. 
However, road transport is the source of many negative 
effects, such as environmental pollution, traffic jams and, 
most significant, traffic accidents. These have direct or 
indirect impact on the economy through losses of time, 
money and, of course, human costs. The analysis of the 
existing situation and the defining of the problem are the 
primary steps in forming road safety strategy (Vujanić 
et al. 2013).

Despite the European objectives, ‘zero road traf-
fic victims’ and the apparent decline of victims on the 
Slovenian roads, the numbers of accidents remain high. 

Among the 27 member countries of the European Un-
ion, Slovenia was ranked third in road fatalities per one 
million inhabitants (146) in 2007. During the same pe-
riod (2007), the Netherlands and the United Kingdom 
recorded significantly fewer deaths: 48 and 55 per mil-
lion inhabitants (ETSC 2008). Moreover, Slovenia’s aver-
age reduction in road fatalities did not exceed 1.6% from 
2001–2007 per annum while ‘France, Portugal and Lux-
emburg have reduced road deaths by an average of more 
than 8% per year, and are well on their way to hitting 
the EU target at national level’ (ETSC 2008). Individual 
participants in traffic and the general Slovenian society 
share a poor traffic culture, accepting of non-observance 
of the traffic code. Statistical results for road accidents 
in Slovenia show that speeding and driving in the wrong 
lane are the most important factors for traffic accidents, 
especially those with fatal consequences. In 2007, speed-
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ing contributed to almost one half (48%) and driving in 
the wrong lane to 34% of all fatalities on Slovenian roads 
(Ministrstvo za notranje zadeve 2010).

Over the last two decades a major effort was put 
into a systematic approach for defining road safety 
strategy (Dell’Acqua et al. 2011; Vujanić et al. 2013) and 
the research of traffic accidents  – understanding and 
determining circumstances of accidents and the key 
factors that influence the severity of injuries caused by 
traffic accidents (Chong et al. 2005). From a methodo-
logical point of view, a variety of studies applied, simple 
(Holubowycz et al. 1994; Malliaris et al. 1996; Öström, 
Eriksson 2001) or multivariate (Zhang et al. 2000; Béd-
ard et al. 2002; Valent et al. 2002; Hijar et al. 2004; Yau 
2004; Çela et al. 2013), statistical methods. For example, 
Wondwossen (1999) studied the correlation of car ac-
cidents in Addis Ababa. He used the chi-square test and 
logistics regression analysis. The survey showed that in 
addition to other variables such as light conditions of the 
road, the main cause of physical damage is due to ignor-
ing non-priority pedestrians. Dissanayake and Lu (2002) 
used regression analysis to identify factors that influence 
the severity of injuries in the case of accidents of older 
drivers in a fixed object (vehicle–pedestrian accidents). 
Al-Ghamdi (2002) studied with the help of logistic re-
gression the impact of individual variables on the sever-
ity in Saudi Arabia. Results showed that the location and 
cause of the accident are important factors in increas-
ing the severity of the accident. Singleton et al. (2004) 
carried out a logistic regression of severity of injury in 
order to examine the factors affecting the high degree 
of severity of injury in traffic accidents with a damaged 
vehicle. After analysing data on traffic accidents in Ken-
tucky (from 2000 to 2001) they concluded the risk fac-
tors for a high degree of severity of injury: age of driver, 
sex, safety belt use and impaired state of the driver (due 
to alcohol consumption). Hanrahan et al. (2009) used 
logistic regression to determine the relationship between 
age and severity of injury for drivers in road transport. 
They used data on accidents in Wisconsin (from 2002 to 
2004) to examine the 602964 drivers involved in vehicle 
accidents. It was observed that the highest risk for seri-
ous injury or fatality was among older drivers, particu-
larly those over 85 years of age. 

The applications of non-parametric modelling 
techniques to analyse traffic safety problems have been 
relatively few. Nevertheless, in recent years the use of 
data mining has increased considerably. It has been suc-
cessfully used in determining circumstances of accidents 
and the key factors that influence the formation and the 
degree of severity of accidents and injuries. Artificial 
Neural Networks (ANN) and support vector machine, 
non-linear regression and classification methods, de-
cision trees and decision rules, are the most popular 
data mining techniques. In the field of safety analysis, 
some studies introduced ANN to analyse traffic safety 
problems. Mussone et  al. (1999) used artificial neural 
networks to analyze vehicle accidents that occurred at 
intersections in Milan. The model had 10 input nodes 
for eight variables. The output node (‘accident index’) 

was calculated as the ratio between the number of acci-
dents at a given intersection and at the most dangerous 
intersection. Results showed that the highest accident 
index for the running over of pedestrians occurred at 
non-signalized intersections at night time. Abdelwahab 
and Abdel-Aty (2001) have used ANN to model the re-
lationship between the severity of injuries to the driver 
and the number of accident factors. A similar study was 
conducted by Delen et al. (2006), who used a series of 
ANN for nonlinear modelling of potential links between 
the seriousness of injuries and factors related to the ac-
cident. Tree-based models are another non-parametric 
method frequently applied to analyse injury severity 
problems (Sohn, Shin 2001; Sohn, Lee 2003; Getnet 
2009). For example, Chang and Wang (2006) have devel-
oped a Classification and Regression Tree (CART) model 
to demonstrate the relationships between injury severity 
and driver/vehicle characteristics, highway/environmen-
tal variables and accident variables. Using data on traffic 
accidents in Taipei (Taiwan) for the year 2001 they con-
cluded that the most important variable associated with 
the severity of accidents was the type of vehicle. Yan and 
Radwan (2006) used a decision tree model in combina-
tion with the method quasi-exposure risk assessment 
(Briefings Quasi-Induced Exposure) to make an analysis 
on the relationship between rear-end crashes that have 
occurred at signalised intersection and a set of potential 
traffic risk factors. By analysing a database of accidents 
which have occurred in Florida in 2001, they concluded 
that such accidents usually occur due to higher speed 
limits (45÷55 mph) and are over-presented during day 
time, on wet and slippery roads, and the propensity is 
higher for males and drivers younger than 21 years old. 
Pande and Abdel-Aty (2006) identified the important 
parameters that lead to accidents on freeways related to 
changing lanes in one of the studies dealing with a clas-
sification tree based variable selection procedure. They 
used the traffic control data collected by loop detectors. 
Kunt et al. (2011) focused on predicting the severity of 
freeway traffic accidents by employing twelve accident 
related parameters in a Genetic Algorithm (GA), pattern 
search and ANN modelling methods. 

In several studies, authors concentrated on one par-
ticular or only a few risk factors. Among them, most 
studies have focused on a specific group of road users 
(Zhang et al. 2000; Valent et al. 2002; Zajac, Ivan 2003) 
or certain types of vehicles (Quddus et al. 2002; Ulfars-
son, Mannering 2004) or particular accident charac-
teristics and injury severity (Malliaris et al. 1996; Lee, 
Mannering 2002; Chang, Wang 2006; Kunt et al. 2011; 
Castro et  al. 2013; Jiang et  al. 2013). In addition, nu-
merous studies have attempted to identify the effect of 
a restraint device (Bédard et al. 2002; Valent et al. 2002) 
or explore the impact of drinking and driving (Zajac, 
Ivan 2003; Keall et al. 2004) on the injury severity levels. 

However, in Slovenia such studies are still lacking. 
In order to ensure the long-term safety goal: zero serious 
injuries and zero fatalities caused by road accidents, it is 
necessary to systematically identify the key risk factors 
that affect the severity of accidents and injuries. There-
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fore, a CART technique was implemented for model-
ling Slovenian traffic accident data. In line with this, the 
study raised two hypotheses: H1: ‘A key risk factor for 
traffic accidents with minor and severe and fatal injuries 
on Slovenian roads in the period 2005–2009 is human 
error’; H2: ‘The most important indicators that cause 
fatal accidents are inappropriate speed and the driving 
on the wrong side of the road’. Furthermore, the design 
of the model was developed for identifying as well as 
predicting the most important factors which affect in-
jury severity due to road accidents. Identifications of 
the factors of accidents with an emphasis on those that 
cause the most serious consequences would enable the 
ultimate elimination of fatalities and severe injuries.

1. Methodology 

Various decision tree algorithms such as CART (Brei-
man et al. 1984), ID3 (Quinlan 1986), C4.5/C5.0 (Quin-
lan 1992), CHAID (Kass 1980), MARS (Friedman 1991) 
produce trees that differ in the number of splits allowed 
at each level of the tree, how these splits are selected 
when the tree is built, and how the tree growth is limited 
in order to prevent over-fitting.

CART methodology was developed in the 1980’s 
by Breiman and his colleagues, and has become one of 
the most popular and widely applied data mining algo-
rithms (Breiman et al. 1984; Berry, Linoff 1999; Rokach, 
Maimon 2008), particularly when it comes to analysing 
large amount of data with several independent quantita-
tive or qualitative variables (Breiman et al. 1984). Fur-
thermore, CART does not require any pre-defined un-
derlying relationship between dependent and independ-
ent variables and has been shown to be a powerful tool 
for dealing with prediction and classification problems 
(Chang, Wang 2006). It is known as a binary recursive 
partitioning, whereas the root node (also known as par-
ent node) is always split into exactly two internal nodes 
(also known as child node) and recursive because the 
process can be repeated by addressing each of the in-
ternal nodes as the root node until it can find no more 
useful splits (Breiman et al. 1984; Tesema et al. 2005). 

Classification trees are used where for each in-
stance in the training set (also known as learning set) 
the class is already known in advance (Breiman et  al. 
1984; Rokach, Maimon 2008). Classes in the training 
set can be user-defined or calculated in accordance with 
some splitting rule – rule for division training set into 
smaller parts. 

The maximum homogeneity of the internal nodes 
is determined with an impurity function ( )i t . Since the 
impurity of root node tr is constant for any of the splits 
and the possible division ≤ R

j jx x , =1, ...,j M , the maxi-
mum homogeneity of the left and right internal nodes 
will be equivalent to the maximization of change of im-
purity function ( )∆i t  (Breiman et al. 1984; Hastie et al. 
2011; Timofeev 2004):

( ) ( ) ( ) ∆ = −  r ii t i t E i t ,  (1)

where: ti denotes the left and right internal node of the 
root node tr. 

Considering that Pl and Pr are the probabilities of 
the left and right nodes, we get:

( ) ( ) ( ) ( )∆ = − −r l l r ri t i t P i t P i t ,  (2)

where CART at each node solves the following maximi-
zation problem:

( ) ( ) ( )
≤ =

 − − , 1,...
arg max

R
j j

p l l r r
x x j M

i t P i t P i t .  (3)

Equation (3) indicates that the CART method is 
searching through all possible values of all variables in 
a matrix X for the best split question ≤ R

j jx x  that will 
maximize the change of impurity criteria ( )∆i t  (Breiman 
et al. 1984; Hastie et al. 2011).

The Gini index (also known as the Gini splitting 
rule) is the most commonly used splitting rule which 
finds in the training set the largest set of class and sepa-
rates it from the remaining data (Gelfand et  al. 1991; 
Berry, Linoff 1999). Moreover this algorithm is suitable 
for data that contains errors in measurement (noisy 
data). Thus, the impurity function ( )i t  will be defined 
with the Gini index (Breiman et al. 1984; Chong et al. 
2005; Rokach, Maimon 2008):

( ) ( ) ( )
≠

=∑
k l

i t p k t p l t ,  (4)

where: k, l – class index; ( )p k t  – conditional probabil-
ity of the class k, assuming that we are in the node t.

An even more important influence on the final 
tree has its optimization (Hancock et  al. 1996; Zante-
ma, Bodlaender 2000). The maximum trees, in other 
words, trees with very high complexity (when terminal 
nodes contain observations of only one class) have to 
be pruned before being used for classification of inde-
pendent data (Breiman et al. 1984; Berry, Linoff 1999). 
Thus, at a certain depth the model does not adapt (over-
fitting) over the training set (Gelfand et al. 1991; Cios 
et al. 1998). To find the optimal tree size, one can use 
a cross-validation procedure, which is also most often 
used method for tree pruning. The cross-validation pro-
cess is based on finding the optimal ratio between the 
complexity of the tree and the misclassification error 
(Berry, Linoff 1999). This can be achieved by using the 
cost-complexity function (Breiman et al. 1984; Timofeev 
2004; Rokach, Maimon 2008):

( ) ( ) ( )α = + α → min
T

R T R T T ,  (5)

where: ( )R T   – misclassification error of the tree T; 
( )α T  – measure of complexity, which depends on the 
T  ; T  – total number of terminal nodes in the tree; a – 
the parameter is found through sequential in-sample 
testing when a part of the training set is used to build 
the tree, while the rest of the data is taken as a testing 
set; the procedure is repeated several times on randomly 
selected training and testing sets. 

Breiman et  al. (1984) devised a Variable Impor-
tance Measure (VIM) for trees, which may be applied 
as a crite rion to select a subset of variables that have sig-
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nificant importance in predicting the target variable. The 
variable importance for predictor variable xj in relation 
to the final tree T is the weighted average of the reduc-
tion in the Gini impurity measure achieved by all splits 
using variable xj across all internal nodes of the tree. The 
formula for the importance of variable xj is given by the 
following (Mussone et al. 1999):

( ) ( )( )
=

= ∆∑


1
Gini ,

T
t

j j
t

n
VIM x S x t

N
,  (6)

where: tn
N

 – proportion of the observation in the data 

set that belong to node t; N – total number of observa-
tion in training set; ( )( )∆Gini ,jS x t  – reduction of Gini 

index on the basis of variable xj.

2. Data for Analysis

A study was conducted based on daily reports of the 
accident data from the databases of the police. Identify-
ing key factors affecting the severity of injuries in road 
accidents was based on Slovenian roads for the period 
from 2005 to 2009. However, data have some limitations 
regarding alcohol as a factor that influences the severity 
of injury effected by a traffic accident, since in the da-
tabase alcohol was regarded only as whether an alcohol 
test was carried out or not. 

Based on extensive data research and observations 
some variables were omitted from the database due to 
irrelevance (e.g. administrative unit area where the ac-
cident occurred, the date of accident, etc.). Furthermore, 
some additional variables were removed: the role of peo-
ple in a car accident (who caused the traffic accident or 
participant), the person’s age, gender and driving licence 
period. These variables are very important in terms of 
identifying key risk factors, but more appropriate when 
considering only the drivers that caused the accident. 
In order to determine the key risk factors particularly 
for those accidents that cause injuries and fatalities, we 
analysed the causers as participants of accidents. Other-
wise, a significant amount of the data would be lost on 
the consequences or weight of injuries for each variable. 

The data set included the period from January 2005 
to December 2009, during which 220578 accidents oc-
curred. The total number of people with minor, severe 
or fatal injuries was 72518 (Table 1). For each record of 
individual persons (both drivers and fellow passengers) 
we assigned 9 properties or independent variables. For 
the dependent variable, we determined severity of injury 
of persons involved in traffic accidents. This means that 
every record in the database casualty corresponded to 
the categorical output variable – the severity of injuries. 
This method of data analysis has allowed us to search 
for the causes of many accidents and at the same time 
injuries and fatalities.

For calculation we developed a special purpose 
program implemented in MATLAB. However, statistical 
analysis of the model set was performed with Statistics 
Toolbox.

Firstly, the data were split into three totally sepa-
rated subsets. 80% of the original data were used in the 
training phase. Testing and evaluation data sets each 
contained 10% of the original data. Before construction 
of the model, part of the model data was separated from 
the rest and held back. This set is called the evaluation 
set. The model was trained using pre-classified data in 
the training set. The testing set was used in order to pre-
vent the model memorizing the training set (to avoid-
ing over-fitting) and for ensuring a more general model, 
which will also work better with unseen data. Because 
both sets (training and testing) were used to build the 
model, they cannot be used to evaluate its effectiveness; 
it was therefore necessary to use the third subset, the 
holdout evaluation set, distinct from the previous two.

3. Results 

The Gini splitting criterion is used in this study. The 
process begins with a training set and the building of 
an entire classification tree that correctly classified every 
single record. In order to verify accuracy of the classifi-
cation the confusion matrix was used. Results are shown 
in Table 2. It can be calculated that around 83% of the 
labels were correctly classified (diagonal matrix). Thus, 
classification error, as measured by the learning data on 
an un-pruned tree, is 17%. Furthermore, it is evident 
that 92% of fatalities and 82% of non-fatal injuries were 
correctly classified. 

Since we wanted to find key risk factors for inju-
ry and death, we used, on an un-pruned tree, one of 
the products of CART algorithm, namely the Variable 
Importance Measure (VIM) – see Table 3. The impact 
factor indicates which variable was of more importance 
for an accident with injury and fatality. The Slovenian 
case study recognised ‘Contributing circumstance’ as the 
most important variable for accidents with injury and 
fatality, such that it is more important by approximately 
2 times than the second variable ‘Collision type’. Next 
were ‘Road category’ and ‘Weather condition’.

However, in the case of the un-pruned tree certain 
constraints arose. Although such a tree provides a good 
description of the training data, it is too large and com-
plex for detailed analysis. Furthermore, it is unlikely to 
generalise unseen data. That is why the testing set was 
used to prune the tree and to search for the optimal size 
of the tree. The size of training set (n – 1)/n and test-
ing set 1/n (where: n  – number of randomly selected 
subsets for testing) was determined in accordance with 
the procedure for k-fold cross-validation (Kohavi 1995; 
Duin, Tax 2004) since it was subsequently used to de-
termine the optimal relationship between the complexity 
of the tree and the misclassification error. Thus, in the 
process of determining the optimal size of the model, 
calculation of the training error for different subsets of 
the original (full) tree was performed, and then through 
a process of 10-fold cross-validation the testing error 
was calculated for 10 different randomly selected and 
equal sized subsets of the original tree. Fig.  1 shows 
how the training error is very optimistic – the error de-
creases with the growing number of the terminal nodes.  
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Table 1. Description of the variables included in the analysis

Independent variables Label
Severity of injury

Fatality Injury (minor, severe)
1198 71320

Seat Belt/Helmet
Used 3 1014 64259
Not used 4 184 7061
Contributing Circumstance
Inappropriate speed 5 516 19338
Wrong side of the road 6 317 10702
Ignoring right of way 7 172 16673
Inappropriate movement of vehicles 8 31 4248
Improper overtaking 9 65 2414
Inadequate safety distance 10 4 11942
Other (irregularities in the road or cargo, irregularities on the vehicle, 
violation of pedestrian, other)

11 93 6003

Collision Type
Head-on 12 342 13993
Sideway 13 225 16673
Rear-end 14 65 14312
Fixed object 15 183 5427
Sideslip 16 22 3139
Overturn 17 151 7024
Other (collision with pedestrian, collision with animal, impact  
with unmovable vehicle, other)

18 210 10752

Road Category
Freeway (freeway, motorway) 19 159 4804
Regional (highway I, II category and regional I, II, III category) 20 586 23787
Local (local, tourist) 21 102 4277
Settlement (settlement with/without street system) 22 351 38452
Lighting Condition
Day light 23 746 52200
Dark 24 452 19120
Weather Condition
Clear 25 700 38554
Rain (rain, hail) 26 83 7851
Fog 27 11 720
Snow 28 13 1552
Other (cloudy, wind, unknown) 29 391 22643
Road Surface Condition
Dry 30 927 50121
Wet (wet, muddy) 31 211 15966
Slippery 32 40 2964
Icy 33 11 1610
Other 34 9 659
Road Type
Rough asphalt 35 836 44589
Uneven asphalt 36 11 340
Polished asphalt 37 318 25065
Other (macadam, other) 38 33 1326
Traffic Condition
Normal 39 704 42730
Dense 40 77 10102
Sparse 41 403 16518
Traffic jam 42 1 195
Unknown 43 13 1775

Note: under the ‘other’ are combined indicators, which have, according to our findings, a negligible share within each variable and 
the category that police identified as other or unknown. This allows the continued search for risk factors in accordance with the 
target.
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On the other hand, the testing error after a certain point 
increases with an expanding tree (number of terminal 
nodes). The point ‘best decision’ (shown in the figure 
with green) represents the optimal relationship between 
complexity and misclassification error tree, the number 
of end nodes (19), where the least error is achieved on 
the testing set. For the maximum tree, the misclassifica-
tion error will be minimum (equal to 0) and the num-

Table 2. Classification matrix for the fatality and injury 
victims of road accidents in the case of an un-pruned tree 

and training data

Predicted class
Fatality Injury

Actual class
Fatality 981 90
Injury 11199 52996

Table 3. Importance of variables in the case of  
an un-pruned tree

VIM Independent variable
0.2791 Contributing circumstance
0.1354 Collision type
0.1199 Road category
0.1046 Weather condition
0.0994 Traffic condition
0.0846 Road type
0.0789 Road surface condition
0.0560 Lighting condition
0.0421 Seat belt/Helmet
1.0000 Sum

Fig. 1. Relationship between tree complexity (number of 
terminal nodes) and error rate on training set and testing set
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Fig. 2. Optimal size of the classification model to identify key patterns that cause injuries and fatalities in traffic accidents  
on Slovenian roads: I – injury; F – fatality
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ber of terminal nodes will be maximum, but complex 
decision trees poorly perform on independent data. The 
small tree gets a much lower penalty for its size, but their 
predicting abilities are naturally limited.

Fig. 2 shows the pruned tree which has a relatively 
small testing error and is also transparent. The best com-
promise between size (complexity) of the tree and its 
ability to classify new data was found in the case of a 
pruned tree with 19 terminal nodes and 70% accuracy of 
classification of first seen data. It follows that the pruned 
tree can be used as a model to identify key patterns that 
cause injuries and fatality in traffic accidents on Slove-
nian roads, as well as for classifying new data.
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Even in the case of a pruned tree, the significance 
of individual independent variables was calculated 
(Tab le 4) and sorted by importance factor to the target 
variable. Likewise in this case, the ‘Contributing circum-
stance’ scores high as a major factor in accidents with 
injuries and fatalities. It is more important by approxi-
mately 3 times than the second variable ‘Road category’ 
and 6 times than the third one ‘Collision type’.

The error rate on the hold-out evaluation set was 
already observed during the search for the best pruned 
tree. To ensure the credibility of the assessment and 
quality of model, the confusion matrix was also calculat-
ed. In order to estimate a more credible performance, we 
used an evaluation set, which was during the construc-
tion of the tree ‘put aside’. This data set was independent 
from the data set that was used for building the tree and 
represents for the model data not yet seen. Thus, with 
the matrix the actual (not seen) data with the predicted 
were compared and it could be determined how well the 
model works on the first seen data. From the classifi-
cation matrix, shown in Table 5, it is evident that the 
model correctly classified 71% fatalities and 70% injured 
in traffic accidents. Furthermore, the pruned tree cor-
rectly classified around 70% of new cases; this confirms 
the findings regarding the classification of new data.

Table 4. Importance of variables in the case of a pruned tree

VIM Independent variable
0.5974 Contributing circumstance
0.1865 Road category
0.0988 Collision type
0.0345 Traffic condition
0.0297 Road type
0.0228 Road surface condition
0.0210 Lighting condition
0.0093 Seat belt/Helmet
1.0000 Sum

Table 5. Classification matrix for the fatality and injury 
victims of road accidents in the case of a pruned tree and 

first seen data

Predicted class
Fatality Injury

Actual class
Fatality 90 37
Injury 2158 4967

4. Discussion 

Until recently, Slovenian researchers only analysed data 
with simple statistical manipulations, which have a lim-
ited ability to research, analyse and display new or un-
expected patterns and relationships that are hidden in 
conventional databases. In order to ensure better road 
safety systematic analyses of the causes and consequenc-
es of accidents are needed. By identifying key risk fac-
tors the impact of individual objective factors as well as 
their interaction on the weight of traffic accidents can be 
determined. On the basis of these insights further delib-

erate and appropriate action can be taken. Data mining 
techniques provide a greater potential for identifying key 
risk factors of traffic accident injury severity and various 
interesting patterns that allow organizations strategic 
planning and decision making in their domains. 

From both analyses of VIM, for the full and pruned 
tree, it was confirmed (Tables 3 and 4) that the most 
influential factor for injuries and fatalities in traffic ac-
cidents on Slovenian roads was ‘Contributing circum-
stance’. In the case of the full tree the most important 
factor followed by variables ‘Collision type’ and ‘Road 
category’ were the same as in the case of the pruned 
tree, only reversed. The least impact had variables ‘Light 
condition’ and use of seat belt or helmet. For further 
research there is the interestingly position of the vari-
able ‘Weather’ which in the case of the pruned tree had 
no impact on the target variable but in the case of the 
full tree is ranked in the top four. In our opinion, to 
determine the impact of independent variables on the 
target variable the order of precedence is more impor-
tant, as shown in Table 3 (for un-pruned tree), since it 
involves an analysis of all the data and distribution of 
the importance of all indicators. VIM for pruned tree 
(Table 4) was primarily calculated to figure out how it 
behaves in the pruned tree and if it moves in line with 
our assumption.

Moreover, from Fig. 2 it can easily be distinguished 
that the CART algorithm picks the variable ‘Contribut-
ing circumstance’ as the most important for traffic ac-
cident injuries because it is splitting at the root node. 
Also, ‘Road category’ and ‘Collision type’ are the next 
critical variables in classifying injury severity in traffic 
accidents as these variables are chosen for splitting high 
up in the classification tree. 

The impact of individual branches or key patterns 
of injury and fatality in traffic accidents on Slovenian 
roads was discerned by looking at the different levels 
of pruning. On this basis, the right side of the tree was 
proved to be the most influential. If the participants 
in road accidents are involved in circumstances where 
there is inappropriate speed, a car on the wrong side of 
the road, improper overtaking or ‘other’ and the road 
category is freeway, regional or local, the injury severity 
is most likely to be fatal. Driving through a settlement, 
if the collision type is collision with a fixed object, over-
turn or ‘other’ (e.g. collision with pedestrian), in com-
bination with inappropriate speed or wrong side of the 
road and on the assumption sparse or unknown traffic 
condition develops in another important fateful pattern. 
The rightmost branch also confirmed that using a seat 
belt or helmet saves lives.

The previous statement confirmed hypothesis 2; 
namely, that for the participants in road accidents caused 
by inappropriate speed and driving on the wrong side of 
the road there is more probability to succumb to fatal 
injuries, as in the case of the other five indicators from 
the set of ‘Contributing circumstance’. This followed the 
partial verification of hypothesis 1, that the key risk fac-
tors for traffic accidents with fatal injuries on Slovenian 
roads are drivers who drive arrogantly, carelessly and/
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or ignore traffic rules, and thereby threaten other road 
users. In the case of the observation of the injuries such 
a conclusion was not made too quickly, as under item 
11 (‘other’), which is located on the most influential tree 
branch, joined the indicators that are not linked to inap-
propriate road user behaviour.

Conclusions

1. The purpose of this study was to present and intro-
duce the use of the CART algorithm for the formula-
tion of better Slovenian road safety strategy; it helps 
to understand the characteristics of driver behaviour, 
road conditions, and traffic conditions, etc., which are 
causally associated with various degrees of injuries. 

2. The data (from 2005 to 2009) were split into three 
subsets: the training set, the testing set and the evalu-
ation set, which represented 80%, 10% and 10% of the 
original data, respectively. In this study 9 independent 
variables were assigned and two levels of injury sever-
ity: injury and fatality.

3. The Gini splitting criterion was applied in the CART 
method. The training set was used to build a classi-
fication tree with an accuracy of 83%. Furthermore, 
92% of fatalities and 82% of non-fatal injuries were 
correctly classified. The most important risk factor for 
injuries and fatalities was ‘Contributing circumstance’ 
(0.28).

4. Due to the size and complexity of the classification 
tree, the testing set was applied to prune the tree and 
to search for the optimal size of the tree. Therefore, 
10-fold cross-validation was used to determine the 
optimal relationship between the complexity of the 
tree and the misclassification error. The optimal rela-
tionship was determined with the size of 19 terminal 
nodes of the tree. 

5. The pruned tree has a relatively small testing error 
with 70% accuracy of classification of the first time 
seen data. The model correctly classified 71% fatalities 
and 70% non-fatal injuries. The significance of indi-
vidual independent variables was calculated. Likewise 
in the case of the pruned tree the ‘Contributing cir-
cumstance’ scores high as a major risk factor in acci-
dents with injuries and fatalities. With the factor 0.60 
it is more important by 3 times than the second vari-
able ‘Road category’ (0.19). Moreover, with the help 
of pruning levels the most influential branch brought 
together ‘inappropriate speed’ and ‘wrong side of the 
road’ as the most important indicators for fatal injury. 

6. In conclusion, we give directions and suggestions for 
further research to find solutions that would improve 
road traffic safety. In this area we should not ignore 
the sets of risk factors ‘Collision type’ and ‘Road cate-
gory’ because the algorithm distributed them high up 
in the tree. It would be interesting to analyse the in-
dicators that are grouped under item 11 (‘other’) and 
investigate which of these has the strongest impact on 
the dependent variable. This would clearly define the 
role of human error in those accidents with minor 
and severe injuries.
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