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Abstract. This paper presents multi-criteria warehouses location problem in the logistics network. In order to solve this 
problem the location model was developed. The limitations and optimization criteria of the model were determined. Op-
timization criteria refer to transportation costs, costs associated with warehouses, e.g.: local taxes, expenditure on start-
ing the warehouse, the constant costs, the labour force costs, the purchase costs of the additional land for the expansion, 
the transition costs of the raw material via the warehouses. The final location of warehouse facilities was obtained using a 
genetic algorithm. The genetic algorithm was developed in order to solve the multi-criteria warehouses location problem. 
This paper describes the stages of the genetic algorithm i.e. the stage of designating the initial population, the crossover 
and mutation process, the adaptation function. In this paper, the process of calibration of this algorithm was presented. The 
results of the genetic algorithm were compared with the random results.

Keywords: genetic algorithm, multi-criteria warehouses location problems, optimization, matrix crossover, adaptation 
function.

Notations 

Variables and functions:
V – set of numbers of spot elements of the logisti-

cal network: suppliers, warehouses, production 
companies;

DS – set of numbers of suppliers;
a(v) – the mapping which assigns the number of ele-

ments of the logistic network to object type;
MS – set of numbers of warehouses;

P – set of numbers of production companies (recipi-
ents);

H – set of number of types of the raw material;
T – set of numbers of working days;

POJ – set of types of vehicles of different capacity;
D1 – distance matrix in relations: suppliers  – ware-

houses;
D2 – distance matrix in relations: suppliers  – enter-

prises;
D3 – distance matrix in relations: warehouses – enter-

prises;

D4 – distance matrix in relations: warehouses – ware-
houses;

DY1 – distance of the warehouses from the railway in-
frastructure;

DK1 – distance of the warehouses from the road infra-
structure;

Q1 – volume of deliveries from suppliers on a given 
working day;

Q2 – demand volume of enterprises on particular 
working days;

Q3 – volume of the raw material, which is stored in the 
warehouses on a given working day;

Q4 – maximal processing capacity for each warehouse;
UMZ – minimal volume of the raw material, which de-

cides on selection of the warehouses added to the 
logistic network;

POJZ – warehouses capacity;
N – vehicle capacity in pallet units;

VEH – number of vehicles of a given capacity, which 
transport the raw material between particular 
points of the logistic network;
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( )3 , ,F k t h – the value of the criterion function 
( )3 11, 12, 13, 14F Y Y Y Y  for k – the structure of 

the chromosome;
F4min – the minimum value of the criterion function 

( )4 1F Y  from the whole population in a giv-
en iteration of algorithm;

( )4 , ,F k t h  – the value of the criterion function ( )4 1F Y  
for k – the structure of the chromosome;

F5min  – the minimum value of the criterion func-
tion ( )5 1F Y  from the whole population in 
a given iteration of algorithm;

( )5 , ,F k t h  – the value of the criterion function ( )5 1F Y  for 
k – the structure of the chromosome;

F6min – the minimum value of the criterion func-
tion ( )6 1F Y  from the whole population in 
a given iteration of algorithm;

( )6 , ,F k t h  – the value of the criterion function ( )6 Y1F  
for k – the structure of the chromosome;

( ),DIV t h  – the matrix, which comprises rounded up av-
erage values from both parents;

( ),REM t h  – the matrix, which contains the information 
whether the rounding up was indeed neces-
sary.

Introduction 

The problem of warehouses location is an issue that is 
generally known and widely discussed in the context of 
decision-making problems, which occur on the stage of 
constructing the logistic network in any company (Ak-
inc, Khumawala 1977; Brandeau, Chiu 1989; Özcan 
et  al. 2011). The classical issue of warehouse location is 
defined in literature (Sharma, Berry 2007) as the Capaci-
tated Warehouse Location Problem (CWLP). In this class 
of problems, the structure of the transport and logistics 
network consists of warehouse facilities and customers. 
The main objective in the general warehouses location 
problem is to find such a location of warehouse facili-
ties for which the costs arising from forwarding a specific 
volume of goods to the customers via warehouses are as 
low as possible. The transport cost depends on the vol-
ume of goods, which are carried between warehouses and 
customers and also on the distance between them, and 
hence it is also necessary to set out volumes of carried 
goods. Limitations, on the other hand, arise from satisfy-
ing the needs of all customers and the capacitive limit for 
the dispatch of goods from the given warehouse facility. If 
no capacity limitation is imposed, an uncapacitated ware-
house location problem is considered (Khumawala 1973).

The warehouses location problem depends on the 
complexity of the logistics network. The logistic network 
is a set of elements (items): suppliers, manufacturers, re-
cipients, etc., which are linked with each other in a diverse 
way (the direct or indirect relationships between facilities). 
Depending on the number of intermediate points on the 
transport route, the network structure may be single-level 
(Özcan et al. 2011) (the direct relationship: suppliers – re-

KZP – the unit cost of fuel;
KZ – transition costs of the raw material via the 

warehouses;
C – transport costs of load unit per distance unit be-

tween particular facilities of the logistic network;
JKM – storage costs;
KLZ – taxes in the place of warehouse’s location;

KLZ1 – expenditure on starting the warehouse in a 
given location;

KLZ2 – the running costs for each warehouse;
KLZ3 – the labour force costs for each warehouse;
KLZ4 – the purchase costs of the additional land for the 

expansion;
Y11 – the decision variable determines the volume of 

cargo, which flows between suppliers  – ware-
houses;

Y12 – the decision variable determines the volume of 
cargo, which flows between suppliers – produc-
tion companies;

Y13 – the decision variable determines the volume of 
cargo, which flows between warehouses – pro-
duction companies;

Y14 – the decision variable determines the volume of 
cargo, which flows between warehouses –ware-
houses;

Y1 – the decision variable determines the warehouse 
location;

( )1 11, 12, 13, 14F Y Y Y Y – the criterion of transportation 
 costs between the facilities of the logistic network;

( )2 11, 14F Y Y – the criterion of the transition of the raw 
 material via the warehouses;

( )3 11, 12, 13, 14F Y Y Y Y – the criterion of the fuel costs;
( )4 1F Y – the criterion of the additional costs associated

   with warehouses, e.g.: local taxes;
( )5 1F Y – the criterion associated with the distance of  

 warehouses from the railway infrastructure;
( )6 1F Y – the criterion associated with the distance of  

 warehouses from of road infrastructure;
( ),M t h – the structure of the chromosome;
( ), ,F k t h – the adaptation function;

F1min – the minimum value of the criterion function 
 ( )1 11, 12, 13, 14F Y Y Y Y from the whole population 
 in a given iteration of algorithm;
( )1 , ,F k t h  – the value of the criterion function 

 ( )1 11, 12, 13, 14F Y Y Y Y  for k  – the structure of  
 the chromosome;
F2min – the minimum value of the criterion function 
 ( )2 11, 14F Y Y  from the whole population in a 
 given iteration of algorithm;

( )2 , ,F k t h  – the value of the criterion function 
 ( )2 11, 14F Y Y  for k – the structure of the chro- 
 mosome;
F3min   – the minimum value of the criterion function 
 ( )3 11, 12, 13, 14F Y Y Y Y  from the whole popula- 
 tion in a given iteration of algorithm; 
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cipients) or multi-level (Ambroziak et al. 2006; Geoffrion, 
Graves 2010; Sharma 1991) (the indirect relationship: sup-
pliers – intermediate points – recipients) which is called a 
hierarchical one. One of the characteristic features of the 
multi-level network is that materials have to flow from 
suppliers via subsequent levels to recipients. In the multi-
level network, there are intermediate points such as vari-
ous types of warehouses, reloading terminals and logistic 
centres.

The problem of warehouse situation may be generally 
reviewed from two basic viewpoints. The first one con-
cerns selecting the place where a new warehouse is to be 
erected (Akinc, Khumawala 1977; Sharma, Berry 2007). 
Basically, in such a case potential locations for the con-
struction of a new warehouse are determined. The second 
aspect includes a review of the selection of warehouse lo-
cations from the already existing facilities, which points to 
a reconfiguration of the logistic network for various types 
of enterprises (Jacyna-Gołda 2013). 

The warehouse location problem in the logistics net-
work is multi-criteria optimization problem that depends 
on quantitative and qualitative criteria. In this issue, the 
following criteria may be distinguished (Jacyna-Gołda 
et al. 2016; Demirel et al. 2010):

 – Costs: labour costs, transportation costs, storage 
costs, taxes. Labour costs change with respect to the 
life conditions at alternative locations. Transporta-
tion cost depends on the size of the cargo transported 
between facilities of the logistics network, distances 
between the warehouse and facilities within the net-
work. Storage costs and taxes are different according 
to the regions. 

 – Labour characteristics: skilled labour and availability 
of labour force. This criterion determines the state of 
qualified labour at a given location. Skilled labour de-
fines the personnel with appropriate qualities to per-
form work. The skilled labour and availability of la-
bour force may be different according to the regions. 

 – Infrastructure: existence of modes of transportation, 
quality and reliability of modes of transportation. Ex-
istence of modes is understood as the availability of 
different transportation types in the given location, 
e.g. railway. Quality and reliability of modes of trans-
portation refers to timely deliveries. 

 – Market: proximity to customers, suppliers or produc-
ers. These factors in large degree influence the trans-
portation costs.

The presented criteria emphasis the complexity of the 
problem arising from location of storage facilities and in a 
certain way determine the application of the multi-criteria 
decision-making assistance in selection of the optimum 
solution (Wasiak et al. 2016; Dey et al. 2016; Merkisz-Gu-
ranowska, Pielecha 2014; Zieja et al. 2015; Gołda, Man-
erowski 2014; Jacyna 1999; Jacyna, Wasiak 2015; Podviez-
ko 2012). The multi-criteria decision-making problem of 
warehouses location is solved by TOPSIS, ELECTRE, Grey 
Theory methods (Özcan et  al. 2011), fuzzy logic (Dey 
et al. 2016) or Choquet integral (Demirel et al. 2010).

The most frequently used method of solving single-
criteria location problems in available literature is the 
method of distance minimising, which is also called net-
work grid method or the gravity method. Drawbacks of 
the smallest distance method comprise the following:

 – Lack of possibility of concurrent determination of lo-
cation areas for several planned warehouse facilities 
(single-facility method);

 – Possibility of taking only a single criterion into ac-
count (single-criteria method);

 – Lack of possibility of taking into account the actual 
course of transport routes (windy roads or location 
of bridges);

 – Considerable likelihood of finding a solution that 
is extremely difficult to interpret (e.g. obtaining lo-
cation of a facility on the nature reserve site, on a 
densely built-up land, on a large lake – where at the 
edge of an inadmissible land the planned facility is to 
be erected in such a situation).

The main aim of this article is to develop the tool, 
which may be used in the multi-criteria warehouses lo-
cation problem in the logistic network. In order to solve 
the multi-criteria warehouses location problem the genetic 
algorithm was developed. The application of the genetic 
algorithm in the multi-criteria warehouses location prob-
lem was dictated by the fact that the authors do not find 
the application of this algorithm in the examined multi-
criteria problem. Genetic algorithms belong to a group of 
heuristic algorithms, which do not guarantee the optimal 
solution, but only close to the optimal solution so-called 
sub-optimal. Despite this inconvenience genetic algo-
rithms are a practical tool for optimization and are used 
in a variety of complex decision problems, e.g. vehicles 
routing problems (Szczepański et al. 2014; Lewczuk 2015), 
single-criteria warehouses location problem (Izdebski 
et  al. 2016). The complexity of the problem of locating 
warehouse facilities limits the use of accurate methods to 
find optimal solutions and allows to accept sub-optimal 
solutions. 

1. Formulation of the problem

For mathematical formulation of the problem, the follow-
ing assumptions are made:

 – The mathematical model of warehouses location re-
fers to the logistic network which consists of suppli-
ers, warehouses and production companies (recipi-
ents);

 – The suppliers provide different types of the raw mate-
rial to the production companies on a given working 
day;

 – The production capacity of suppliers on a given work-
ing day meet the needs of production companies.

In accordance with above list of assumptions proposed 
optimization task takes the following form:

– { } : 1, 2, , , ,V v v v V′= = … … ;
– ( ) { }a = 0,1,2v ;
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–
 ( ){ }= a = ∈:  0 forDS v v v V ;

– ( ){ }= a = ∈:  1 forMS v v v V ; 

–
 ( ){ }= a = ∈:  2 forP v v v V ; 

– { }= … …1,  , ,  ,H h H ;

– { }= … …1,  , ,  ,T t T ;

– { }= 1,   ..., ,  ...POJ poj POJ ;

–
 

( ) ( ) + ′ ′= ∈1 1 , : 1 , ,D d v v d v v R

 
′∈ ∈ ,v DS v MS ;

–
 

( ) ( ) + ′ ′= ∈2 2 , : 2 , ,D d v v d v v R

 
′∈ ∈ ,v DS v P ;

–
 

( ) ( ) + ′ ′= ∈3 3 , : 3 , ,D d v v d v v R

 
′∈ ∈ ,v MS v P ; 

–
 

( ) ( ) + ′ ′= ∈4 4 , : 4 , ,D d v v d v v R

 
′∈ ∈ ,v MS v MS ;

–
 ( ) = ∈ 1 1 :DY dy v v MS ;

–
 ( ) = ∈ 1 1 :DK dk v v MS ;

–
 

( ) ( ) += ∈1 1 , , : 1 , , ,Q q v h t q v h t R

 ∈ ∈ ∈ , ,  v DS h H t T ;

–
 

( ) ( ) += ∈2 2 , , : 2 , , ,Q q v h t q v h t R

 ∈ ∈ ∈ , ,  v P h H t T ; 

–
 

( ) ( ) += ∈3 3 , , : 3 , , ,Q q v h t q v h t R

 ∈ ∈ ∈ , ,  v MS h H t T ; 

–
 

( ) ( ) += ∈4 4 , , : 4 , , ,Q q v h t q v h t R

 ∈ ∈ ∈ , ,  v MS h H t T ; 

–
 

( ) ( ) + = δ δ ∈ ∈ ∈ , : , , ,UMZ v h v h R v MS h H ;

–
 

( ) ( ) + = ∈ ∈  : ,POJZ pojz v pojz v R v MS ;

–
 

( ) ( ) + = ∈ ∈ : ,N n poj n poj R poj POJ ; 

–
 

( ) ( ) + ′ ′= ∈ , , : , , ,VEH veh v v poj veh v v poj R

 
′∈ × ∈ , ,v v V V poj POJ ; 

–
 

( ) ( ) + = ∈ ∈ : ,KZP kzp poj kzp poj R poj POJ ; 

–
 

( ) ( ) + = ∈ ∈ ∈ , : , , ,  KZ kz v h kz v h R v MS h H ; 

–
 

( ) ( ) + ′ ′= ∈ , , : , , ,C c v v h c v v h R

 
′∈ × ∈ , ,  v v V V h H ;

–
 

( ) ( ) += ∈ , : , ,JKM jkm v h jkm v h R

 ∈ ∈ ,  v MS h H ;

–
 

( ) ( ) + = ∈ ∈ : ,KLZ klz v klz v R v MS ;

–
 

( ) ( ) + = ∈ ∈ 1 1 : 1 ,KLZ klz v klz v R v MS ;

–
 

( ) ( ) + = ∈ ∈ 2 2 : 2 ,KLZ klz v klz v R v MS ;

–
 

( ) ( ) + = ∈ ∈ 3 3 : 3 ,KLZ klz v klz v R v MS ;

–
 

( ) ( ) + = ∈ ∈ 4 4 : 4 ,KLZ klz v klz v R v MS ,

one should find the values of decision variables: 

−
 

( ) ( ) + ′ ′= ∈11 11 , , , : 11 , , ,Y y v v h t y v v h t R

   
′∈ ∈ ∈ ∈ , ,  ,  v DS v MS h H t T ; 

−
 

( ) ( ) + ′ ′= ∈12 12 , , , : 12 , , , ,Y y v v h t y v v h t R

   
′∈ ∈ ∈ ∈ , ,  ,  v DS v P h H t T ; 

−
 

( ) ( ) + ′ ′= ∈13 13 , , , : 13 , , , ,Y y v v h t y v v h t R

   
′∈ ∈ ∈ ∈ , ,  ,  v MS v P h H t T ;

−
 

( ) ( ) + ′ ′= ∈14 14 , , , : 14 , , , ,Y y v v h t y v v h t R

   
′∈ ∈ ∈ ∈ , ,  ,  v MS v MS h H t T ; 

−
 ( ) ( ) { } = ∈ ∈ 1 1 : 1 0,1 ,Y y v y v v MS

with the constraints:
 – The production capacity of suppliers cannot be ex-
ceeded  – suppliers can provide the raw material 
directly to the recipients or indirectly by the ware-
houses:

 ∀ ∈ ∀ ∈ ∀ ∈,  ,v DS h H t T

 
( )

′∈

′ +∑ 11 , , ,
v MS

y v v h t

 
( ) ( )

′∈

′ ≤∑ 12 , , , 1 , ,
v P

y v v h t q v h t ;                                   (1)

 – Recipients demands must be met – the raw material 
can flow to the recipients from suppliers or ware-
houses:

 ′∀ ∈ ∀ ∈ ∀ ∈,  ,v P h H t T

 
( )

∈

′ +∑ 13 , , ,
v MS

y v v h t

 
( ) ( )

∈

′ ′=∑ 12 , , , 2 , ,  
v DS

y v v h t q v h t ;                               (2)

 – Warehouses capacity cannot be exceeded – the raw 
material can flow to the warehouses from suppliers 
or other warehouses:

 ′∀ ∈ ∀ ∈,v P t T

 
( )

∈ ∈

′ +∑ ∑ 11 , , ,
h H v DS

y v v h t

 
( )

′∈ ∈ ≠

′ +∑ ∑
,

14 , , ,
h H v MS v v

y v v h t

 
( ) ( )

∈

′ ′≤∑ 3 , ,
h H

q v h t pojz v ;                                         (3)

 – The raw material flowing out from the warehouse 
cannot exceed the sum of the volume of the raw 
material which is stored in these warehouses and 
the volume of the raw material which flows into the 
warehouse:

 ∀ ∈ ∀ ∈ ∀ ∈,  ,v MS h H t T

 
( )

′∈

′ +∑ 13 , , ,
v P

y v v h t
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( )

′∈ ≠

′ ≤∑
, '

14 , , ,
v MS v v

y v v h t

 
( ) ( )

′∈

′+ +∑3 , , 11 , , ,
v DS

q v h t y v v h t

 
( )

′ ′∈ ≠

′∑
,

14 , , ,
v MS v v

y v v h t ;                                       (4)

 – The maximal processing capacity of warehouses can-
not be exceeded:

  ∀ ∈ ∀ ∈ ∀ ∈,  ,v MS h H t T

  
( )

∈

′ +∑ 11 , , ,
v DS

y v v h t

  
( ) ( )

′∈ ≠

′ ≤∑
,

14 , , , 4 , ,
v MS v v

y v v h t q v h t ;                         (5)

 – The minimal stream of the raw material flowing into 
the warehouses decides about the choice of those 
warehouses to the logistic network:

  ∀ ∈ ∀ ∈ ∀ ∈,  ,v MS h H t T

  
( )

∈

′ +∑ 11 , , ,
v DS

y v v h t

  
( ) ( )

′∈ ≠

′ ′≥ δ∑
,

14 , , , ,
v MS v v

y v v h t v h ,                           (6)

  which minimize the following criteria functions:
 - The criterion of transportation costs between the 
facilities of the logistic network:
( ) =1 11, 12, 13, 14F Y Y Y Y

( )
′∈ ∈ ∈ ∈

′ ×∑ ∑ ∑∑ 11 , , ,
v DS v MS h H t T

y v v h t

( ) ( )′ ′⋅ +1 , , ,d v v c v v h

( )
′∈ ∈ ∈ ∈

′ ×∑ ∑∑∑ 12 , , ,
v DS v P h H t T

y v v h t

( ) ( )′ ′⋅ +2 , , ,d v v c v v h

( )
′∈ ∈ ∈ ∈

′ ×∑ ∑∑∑ 13 , , ,
v MS v P h H t T

y v v h t

( ) ( )′ ′⋅ →4 , , , mind v v c v v h ;                                     (7)

 - The criterion of the transition of the raw material 
via the warehouses:

( ) =2 11, 14F Y Y

( )
′∈ ∈ ∈ ∈

′ ×∑ ∑ ∑∑ 11 , , ,
v DS v MS t T h H

y v v h t

( )′ +,kz v h

( )
′ ′∈ ∈ ≠ ∈ ∈Η

′ ×∑ ∑ ∑∑
,

14 , , ,
v MS v MS v v t T h

y v v h t

( )′ →, minkz v h ;                                                  (8)

 - The criterion of the fuel costs  – suppliers imple-
ment the transport of raw materials directly to the 

company, indirectly to warehouses and from ware-
houses to the company. The total length of route is 
determined on the basis of the number of courses 
between facilities:

( ) =3 11, 12, 13, 14F Y Y Y Y

( )
( )

( )
∈

′∈ ∈ ∈ ∈

   ′
   
     ⋅ − × 

′  
  
    

∑
∑∑ ∑ ∑

12 , , ,

2 1
, ,

h H

t T v DS v P poj POJ

y v v h t
n poj

veh v v poj

( ) ( )′ ⋅ +2 ,d v v kzp poj

( )
( )

( )
∈

′∈ ∈ ∈ ∈

   ′
   
     ⋅ − × 

′  
  
    

∑
∑∑ ∑ ∑

11 , , ,

2 1
, ,

h H

t T v DS v MS poj POJ

y v v h t
n poj

veh v v poj

( ) ( )′ ⋅ +1 ,d v v kzp poj

( )
( )

( )
∈

′∈ ∈ ∈ ∈

   ′
   
     ⋅ − × 

′  
  
    

∑
∑ ∑ ∑ ∑

13 , , ,

2 1
, ,

h H

t T v MS v P poj POJ

y v v h t
n poj

veh v v poj

( ) ( )′ ⋅ +3 ,d v v kzp poj
( )
( )

( )
∈

′∈ ∈ ∈ ≠ ∈

   ′
   
     ⋅ − × 

′  
  
    

∑
∑ ∑ ∑ ∑

, '

14 , , ,

2 1
, ,

h H

t T v MS v MS v v poj POJ

y v v h t
n poj

veh v v poj

( ) ( )′ ⋅ →4 , mind v v kzp poj ;                                       (9)

 - The criterion of the additional costs associated with 
warehouses, e.g.: local taxes, expenditure on start-
ing the warehouse, the constant costs, the labour 
force costs, the purchase costs of the additional 
land for the expansion:

( ) =4 1F Y

( ) ( ) ( )(
∈

⋅ + +∑ 1 1
v MS

y v klz v klz v

( ) ( ) ( ))+ + →2 3 4 minklz v klz v klz v ;                    (10)
 - The criterion associated with the distance of ware-
houses from the railway infrastructure:

  
( ) ( ) ( )

∈

= ⋅ →∑5 1 1 1 min
v MS

F Y y v dy v ;                  (11)

 - The criterion associated with the distance of ware-
houses from of road infrastructure: 

  
( ) ( ) ( )

∈

= ⋅ →∑6 1 1 1 min
v MS

F Y y v dk v ;                  (12)
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2. Genetic algorithm for multi-criteria 
warehouses location problem

A genetic algorithm was used to determine the volume of 
the raw material, which flows between particular facilities 
in the network. On the basis of this volume, taking into 
account the constraints (1)–(6) and the criterion functions 
(7)–(12), the warehouse’s location is determined. To form 
a genetic algorithm it is advisable to define the chromo-
some structure, the adaptation function, cross-linking 
process and mutation (Michalewicz 1996). The crosso-
ver process and mutation are reiterated a given number 
of times, until the stop condition has been achieved. A 
condition for stop in the developed algorithm is the fixed 
iterations number. In the selection process, the roulette 
method was adopted, while the process of cross-linking 
and mutation occurs with a defined likelihood set at the 
beginning of functioning of an algorithm. In order to pre-
vent early convergence of the algorithm linear scaling was 
used (Goldberg 2003).

2.1. Chromosome structure

The structure of input data was presented as matrices 
M(t, h), which present the flow of the raw materials be-
tween particular elements of the logistics network on a 
given working day. Lines and columns of those matrices 
define facilities of the logistic network structure. In order 
to determine the flow of the raw material, lines were de-
fined as the starting points from which the raw material 
flows out to the other facilities. Matrix cells are located 
in the following sequence: suppliers, warehouses and pro-
duction companies. The graphical representation of the 
matrix structure M(t, h) with sample volumes was shown 
on Figure 1 (DS  – suppliers, MS  – warehouses, P  – re-
cipients–production companies). On the basis of volumes 
in the matrix M(t, h), all criterion functions presented in 
the chapter 1 can be calculated, e.g. the decision variable 
which determines the raw material flow between DS1 and 
MS1 takes the value 7 and consequently the binary deci-
sion variable for the warehouse MS1 takes the value 1.

The key issue is to determine the correct structure pro-
cessed by the algorithm that would meet limitations of the 
mathematical model. The steps of the procedure, which 
designates the initial structure for the first working day 
(t = 1) and the first type of the raw material (h = 1) can 
be presented as follows:

 – Step 1: setting the values of all cells of the matrix on 
0. This value determines the connections for which 
it is not possible to transport the raw material, e.g. 
between suppliers. 

 – Step 2: randomly designating the values of cells for 
connections: suppliers – warehouses (DS1 (the row), 
MS1 (the column)  – DS2 (the row), MS3 (the col-
umn)), Figure 2. The values of cells must meet the 
restrictions: the production capacity of suppliers (1) 
and warehouses capacity (3) cannot be exceeded. 
Among those constraints, the minimum value is se-

lected. The value with the range of zero to this mini-
mum value is randomly selected and put in the cells 
of the matrix. It should be remembered that in each 
cell the production capacity of suppliers and ware-
houses capacity need to be actualized. 

 – Step 3: checking the volumes of the raw material, 
which flows into the warehouses, e.g. the warehouse 
MS1 (the column) after the step 2 contains 12 raw 
materials. In this step, the constraints are checked: 
the maximal processing capacity (5) and the mini-
mal stream of the raw material flowing into the ware-
houses (6). In case when one of these constraints is 
not fulfilled, the whole column for the given ware-
house takes the value 0.

 – Step 4: randomly designating the values of cells for 
the connections: warehouses  – production compa-
nies (MS1 (the row), P6 (the column)  – MS3 (the 
row), P7 (the column)). In this step, the constraints 
are checked: the raw material flowing out from the 
warehouses cannot exceed the volume of the raw ma-
terial, which is stored in these warehouses (4) and the 
flow of the raw materials between warehouses and 
the recipients must be lower than recipients demand 
or equal (13). The constraint (13) was introduced for 
need of constructing the matrix M(t, h):

  ′∀ ∈ ∀ ∈ ∀ ∈,  ,v P h H t T

  
( ) ( )

∈

′ ≤∑ 13 , , , 2 , ,
v MS

y v v h t q v h t .  (13)

The cells of the matrix are complemented in the 
following way. At the beginning the value of the raw 
material in each warehouse must be designated, e.g. 
this value in the warehouse MS1 (the column) is 
equals 12. Next the demand of companies must be 
determined, e.g. 40 for P6. The next step is to select 
the minimal value from 12 and 40. The value with 
the range of zero to this minimum value is randomly 
selected and put to the cell MS1, P6 of the matrix. 
Other cells are designated in the same way remem-
bering that the volume of the raw materials in the 
warehouses and the demand of companies must be 
actualized. 

 – Step 5: designating the values of cells on the connec-
tions: suppliers – production companies (DS1 (row), 

Figure 1. The structure of the chromosome  
(source: research by the authors)
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P6 (the column) – DS2 (the row), P7 (the column)). 
In this step, the constraints are checked: recipient’s 
demand must be met (2) and the production capacity 
of suppliers cannot be exceeded (1). If the recipient’s 
demand was met in the step 4 all cells take the value 
0. Designating the values of cells in a random way is 
not correct because this way does not guarantee the 
solution, which meets the demands of all companies. 
In this case, the cells are designated in the following 
way. At the beginning the deliver and the company 
are selected in a random way, e.g. D1 (the deliver) 
and P6 (the company). The next step is to select the 
minimum value from values: the current demand of 
the company and production capacity of suppliers. 
This step is repeated until the demands of all com-
panies are met.

 – Step 6: randomly designating the values of cells for 
the connections: warehouses – warehouses MS1 (the 
row), MS1 (the column) – MS3 (the row), MS3 (the 
column)). In this step, the constraints are checked: 
warehouses capacity (3) cannot be exceeded. The 
volume of raw materials is selected in a random way 
with the range from zero to current stock status, e.g. 
in order to transport the raw materials from MS1 to 
MS2 the number within the range 0 to 12 must be 
selected. It is assumed that the transport of the same 
raw materials occurs only in one direction. In this 
situation, one of the two parts of the matrix is filled 
out (over or under the diagonal).

It should be emphasized that the presented process of 
generating the initial matrix is valid for the situation in 
which the production capacity of suppliers must be larger 
than recipients demand and warehouses capacity. For 
other types of the raw material, the matrices should be 
generated in the same way remembering that the capacity 
of the warehouses must be actualized for each type of the 

raw material. This process needs to be repeated for each 
working day taking into account the volume of the raw 
material, which was stored in the warehouses on previ-
ous days.

2.2. Adaptation function

On the basis of the adaptation function the genetic al-
gorithms designate the final solution. The genetic algo-
rithms look for the maximal solution. In order to take 
into account the mentioned aspect and different criterion 
functions the adaptation function for k – the structure of 
matrix M(t, h) must take the following form (K = {1, …, 
k, …, K} – set of structures M(t, h) in the population):

( ) =, ,F k t h

( ) ( ) ( )
1min 2min 3min

1 2 3, , , , , ,
F F F

F F Fk t h k t h k t h
+ + +

( ) ( ) ( )
4min 5min 6min

max
4 5 6, , , , , ,
F F F

F F Fk t h k t h k t h
+ + → .      (14)

All decision variables can be read with the matrix. In 
order to be able to add the values of all criterion func-
tions the adaptation function needs to be presented as 
the sum of quotients where e.g.: F1min determines the 
structure of the minimum value of the criterion func-
tion from the whole population in a given iteration of 
algorithm, ( )1 , ,F k t h  determines the value of criterion 
function for k – the structure of matrix M(t, h). The func-
tion ( )1 , ,F k t h  will reach the maximum value in the case 
where each function, e.g. ( )1 , ,F k t h  will reach F1min, 

( )2 , ,F k t h  will reach F2min and so on. If the criterion 
function, e.g.: ( )1 , ,F k t h  looks after the maximum value, 
then the function ( ), ,F k t h  will be looking after the min-
imum value when the numerator determines the structure 
of the maximum value from the whole population.

Figure 2. The crossover process (source: research by the authors)
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2.3. Crossover operator

The crossover operator is adequate to the adopted matrix 
structure. To implement the crossover process for each 
day t and for each type h, two matrices are developed: 

( ),DIV t h  and matrix ( ),REM t h . Assuming that the value 
of matrices ( )1 ,M t h  and ( )2 ,M t h  (parents) in all cells 
assume determination ′

1
, , ,v v t hm , ′

2
, , ,v v t hm  values of elements 

of matrices ( ),DIV t h  and ( ),REM t h  are calculated from 
the following dependencies: 

div ′ ′
′

 +
=  
  

1 2
, , , , , ,

, , ,dim
2

v v t h v v t h
v v t h

m m
;                          (15) 

′ ′
′

+
=

1 2
, , , , , ,

, , , mod2
v v t h v v t h

v v t h
m m

rem .                              (16) 

The full description of the crossover operator process 
was presented in (Michalczewski 1996) and presented in a 
graphical way to Figure 2. The values with the matrix REM 
are added to the matrix DIV. As a result, of this operation 
two new structures are developed. The applied crossover 
operator guarantees the correctness of individuals follow-
ing a completed crossover, without the necessity of using 
repair algorithms.

2.4. Mutation operator

The operation rule of mutation operator consists of sam-
pling of two figures p and q from the range: 2 ≤ p ≤ k and 
2 ≤ q ≤ n, which determine the number of lines and col-
umns of a sub-matrix with dimensions p × q (k – number 
of lines in the main matrix (processed by the algorithm), 

n – number of columns in this matrix). The generated ma-
trix is modified in such a way that the total value in col-
umns and lines before and after the modification process 
is not changed. The detailed mutation process has been 
outlined in (Michalewicz 1996) and in a graphical way it 
was presented on Figure 3.

The final effect of the genetic algorithm is matrix 
M(t, h) for one type of the raw material (h = 1) and one 
day of work (t = 1). For other types of the raw material and 
days another matrices must be designated. The final ma-
trix for a given working day is the matrix which contains 
the sum of the value of each matrix M(t, h) for all types of 
the raw materials. On the basis of this matrix, the ware-
houses location is determined for a given working day.

3. Implementation of genetic algorithm 

The first step of implementation of the genetic algorithm 
was to find the set of the best parameters, which char-
acterizes this algorithm. The following combinations of 
parameters were analysed: pcross  – crossover parameter, 
pmut – mutation parameter (Table 1). The number of it-
erations was set to 200. The linear scaling factor for the 
genetic algorithm accordance with the recommendations 
of the literature (Goldberg 2003) assumes the value 2.0. 
The adaptation function (14) was multiplied by the value 
10000 in order to clearly present its results. The genetic 
algorithm was implemented by the use of the sample data 
input. One type of the raw material was took into account 
during implementation of the algorithm. 

The graphical presentation of the results of tests of pa-
rameters was shown on Figure 4. 

Figure 3. The mutation process (source: research by the authors)
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Figure 4. The result of the genetic algorithm: a – test 2; b – test 14 (source: research by the authors)
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The results of all tests of parameters for the raw mate-
rial was presented in Table 2.

Based on the results from Table 2, the optimal param-
eters were designated (test 14 – pcross = 0.8, pmut = 0.05). 
Different flow of the raw materials in the network was de-
termined by the use of those parameters. In order to verify 
the correctness of the genetic algorithm (AG), its results 
were compared with random values (AL). The genetic al-
gorithm in each case generated a better solution than the 
random algorithm. The results are shown in Table 3. 

Conclusions 

The multi-criteria decision support in choosing the ef-
ficient location of warehouses in the logistic network is 
based on the work of the genetic algorithm. 

The optimal results generated by the algorithm depend 
on many parameters, e.g.: mutation, crossover, the num-
ber of iterations or the size of the population. The selec-
tion of these parameters takes place in a random way. 

In the implementation of the genetic algorithm, the 
different combinations of these parameters were exam-
ined, e.g.: 200 chromosomes (structures), 100 iterations. 
It should be emphasized that the generated solution by 
the genetic algorithm is sub – optimal. In spite of this, the 
speed of the algorithm is its advantage. 

Further research in the context of the use of the genetic 
algorithm in the multi-criteria decision support in choos-
ing the efficient location of warehouses will be conducted 
using other selection methods described in the literature. 
Fast time of generating the result by this algorithm is its 
main feature, what is desired by the companies located in 
the logistic network. 

The algorithm for designating warehouse location-
routing problem must be adapted to frequent changes of 

factors, e.g. processing capacity of companies, the produc-
tion capacities of suppliers and generate the solutions in 
a quickly way. It should be underlined that results of the 
genetic algorithm depend on the type of the data input 
which are took into account in the mathematical model. 

The algorithm was implemented by the use of the fixed 
data input, e.g. the distance between the objects. 

The presented model does not take into account the 
random values of the input data, e.g. the delivery time. 

Further research in the context of the genetic algo-
rithm and multi-criteria warehouse location problem will 
be conducted taking into account random character of 
transport process, e.g. random input data can be gener-
ated by the use of the artificial neural network. 

The developed algorithm can be used in production 
companies to develop the driver’s working schedules, the 
minimal number of vehicles, which realize given trans-
portation tasks. 

This algorithm cannot be used in the production com-
panies in which time windows of delivery are determined. 

The processes occurring in the production companies 
are the dynamic processes. For this reason, the genetic 
algorithm must be started several times depending on re-
cipients demands, warehouses capacities. In this case, the 
calculation speed plays the huge role what underlines util-
ity of this algorithm in the production companies.
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Table 1. The combination of the parameters  
(source: research by the authors) 

Test pcross pmut 

1 0.2 0.01
2 0.4 0.01
3 0.6 0.01
4 0.8 0.01
5 1.0 0.01
6 0.2 0.03
7 0.4 0.03
8 0.6 0.03
9 0.8 0.03

10 1.0 0.03
11 0.2 0.05
12 0.4 0.05
13 0.6 0.05
14 0.8 0.05
15 1.0 0.05

Table 2. The result of test  
(source: research by the authors)

Test The best value 

1 7590
2 7070
3 7177
4 7130
5 7590
6 7210
7 7207
8 6807
9 7180

10 7000
11 7340
12 6900
13 6905
14 7640
15 7400

Table 3. Comparison of algorithms  
(source: research by the authors)

Test AG AL

1 7800 28265
2 8020 28640
3 11310 27650
4 11370 26975
5 9985 28680
6 7540 28105
7 11840 27649
8 9950 27615
9 8355 28155

10 7960 27949
11 13485 28200
12 7085 27455
13 8685 27470
14 8375 27280
15 6825 28175
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