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Highlights:
 ■ this article unveils cutting-edge forecasting techniques;
 ■ a comparative analysis of econometric models is introduced for forecasting freight rates and demand;
 ■ novel forecasting methodology for the freight transportation industry is showcased, leveraging ANN-based models;
 ■ an innovative approach, based on the correlation between spot and contract rates, is introduced and thoroughly examined.

Article History: Abstract. The digitisation of the transportation sector and data availability have opened up new opportunities to 
implement data-driven methods for improving company performance. This article analyses demand and freight 
rate forecasting techniques in the context of the road freight transportation company. The European market was 
analysed in this research, and direction from the Netherlands to Italy was selected for the case study. Performed 
investigation showed that econometric models such as Auto-Regressive Integrated Moving Average (ARIMA) used 
for demand prognosis provide good results. Freight rate forecasting is different; econometric models, including 
multivariate models ARIMA with exogenous variables (ARIMAX) and Seasonal ARIMAX (SARIMAX), do not perform 
satisfactorily under specified time intervals, therefore MultiLayer Perceptron (MLP) was used as a solution. It can 
be seen that Artificial Intelligence (AI) based methods provide better results. Despite its success, the AI-based 
approach alone is not recommended for practical implementation since forecasted input parameters are neces-
sary. Lastly, the study uncovers a valuable insight. A strong correlation (0.86) between spot and contract rates was 
found, and the article shows how current spot rates can be used for contract rate forecasting.
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Notations 

Abbreviations:
ADF – augmented Dickey–Fuller;

AI – artificial intelligence;
AIC – Akaike information criterion;

AICc – AIC corrected;
ANN – artificial neural network;

AR – auto-regressive;
ARIMA – auto-regressive integrated moving average;

ARIMAX – ARIMA with exogenous variables;
EU – European Union;

MA – moving average;
MAE – mean absolute error;

MAPE – mean absolute percentage error;
MFE – mean forecast error;

MLP – multilayer perceptron;
MSE – mean squared error;

NYMEX – New York mercantile exchange;
RMSE – root MSE;

SARIMA – seasonal ARIMA;
SARIMAX – SARIMA with exogenous variables;

US – United States;
VAR – vector equilibrium correction;
WTI – West Texas intermediate.

Variables and functions:
b – bias vector;
B – backshift (lag) operator;
ˆ B – the maximum value of the likelihood function of the 

model;
c – intercept; 
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d – order of the differences of the data-
integrating part I(d); 

D – the seasonal differencing term is equal 
to 1 or 2;

k – the number of estimated parameters; 
n – the sample size; 
p – order of the AR(p) model; 
q – order of MA(q) mode;
t – time; 

W – matrix of the learnable input connec-
tion weight;

x – input vector;
Xi,t – explanatory variable i at time moment t; 

y – model innovations (random error); 
yt – current time-series value; 

yt–1, yt–2, ..., yt–p – past time-series values;
bi – coefficient;
eT – the output vector; 

FP(B) – non-seasonal AR polynomial; 
FP(BS) – seasonal AR polynomial;

fi – an AR model coefficient;
Qq – the MA polynomial;

Qq(B) – non-seasonal MA polynomial;
QQ(BS) – seasonal MA polynomial;

s – nonlinear activation function.

Introduction 

Road freight transport remains the dominant mode in the 
field of freight transportation (Liachovičius et al. 2020). De-
spite its central role, the sector faces numerous challenges, 
including environmental concerns, political changes, and 
increasing competition, necessitating the development of 
innovative solutions. The European Road Transport Re-
search Advisory Council (ERTRAC 2021) anticipates a shift 
in truck technology from traditional combustion engines 
to alternatives such as liquefied natural gas, hydrogen, and 
electric power. Concurrently, the industry is experiencing 
a transformation with a trend towards platform-based 
business models (Ruggieri et al. 2018; Zhao et al. 2020; 
Tauscher, Kietzmann 2017), alongside a digitalisation that 
transforms companies (Fernández-Portillo et al. 2022; Tru-
ant et al. 2021). 

The field of road freight transportation is characterised 
by its diversity, with small carriers making up the larg-
est market share (TI 2024). Large companies often out-
source their transportation needs and do not own their 
fleet, leading to 2 primary order types in the market: less 
than truckload and full truckload. The former requires the 
consolidation of multiple shipments to fill a truck, while 
the latter involves transporting a full load directly from 
the pickup to the delivery point. In this study, only a full 
truckload case is taken into account. 

The industry operates with 2 main types of contracts: 
spot and long-term contracts. Spot contracts are used 
for individual shipments, while long-term contracts, also 
known as forward freight agreements, typically span 12 
months and are used for multiple shipments. The balance 
between spot and long-term contracts varies by compa-

ny, with each carrier weighing the freight rate (price) and 
overall demand for shipments (quantity of shipments) in 
their operations. 

To effectively grow a business, it is crucial to possess 
reliable forecasting models that enable the negotiation of 
mutually beneficial contracts between the customer and 
the transportation company. If the transportation costs are 
excessively high, customers may opt for alternative service 
providers. Conversely, setting prices too low may lead to 
financial losses for the transportation company. Therefore, 
finding the right balance is essential for sustainable busi-
ness development.

The forecasting models proposed in this article centre 
around a comparative analysis of econometric and ANN-
based models. These models are chosen for their potential 
to provide nuanced forecasting in the context of the Euro-
pean road freight market, which has been underexplored 
in existing literature. 

This article presents a threefold contribution. Firstly, it 
proposes a comparative analysis of econometric models 
for the forecasting of freight rates and demand. Secondly, 
the introduction of forecasting methodologies utilising 
ANN-based models specifically tailored for the freight 
transportation industry is presented. Thirdly, the article de-
velops an additional forecasting model by providing data-
driven insights based on the correlation between spot and 
contract rates.

The rest of the article consists of 4 sections. In Section 1,  
a literature review of forecasting methods and available 
case studies are presented. In Section 2, a description of 
mathematical models used in this study is presented to-
gether with metrics used for evaluations. In Section 3, the 
results are presented and analysed, and in last section the 
principal findings and their implications for the industry 
are concluded.

1. Literature review

Forecasting in road freight transportation involves the 
integration of historical data, economic insights, and an 
understanding of the demand to make informed decisions 
regarding freight rate, demand, inventory, budget plan-
ning, and market expansion. Based on the literature review 
classification of qualitative, quantitative, and hybrid fore-
casting methods that can be used for the identified task 
have been developed (Figure 1). 

Qualitative methods encompass 2 groups of models. 
The 1st group comprises individual methods that can be 
performed by a single person. Scenario-building methods 
involve constructing narratives with plausible cause-and-
effect links, connecting future conditions to the present 
while illustrating key decisions, events, and consequences 
(Glenn, Gordon 2009; Retek 2021). A simple review of 
available data sources, analysing the economic situation in 
the region, can be used for the forecast. The 2nd subgroup 
encompasses collective methods that require a team ef-
fort. The interview research methods involving interviewing 
experts and posing specific questions are widely used. Sur-
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veys of customers are often used to qualitatively forecast 
as well (Claveria et al. 2017). One such survey method is 
the Delphi method, which involves multiple rounds of sur-
veys where respondents can comment on questionnaires, 
and their answers can be adjusted after the presentation 
of the analysis result. Some convergence is observed af-
ter a few rounds (Kauko, Palmroos 2014). The sales force 
composite method involves sales managers forecasting 
sales in their respective territories, which are consolidated 
at the branch/region/area level to develop an overall com-
pany sales forecast (Mahlamäki et al. 2020). This method 
can be adapted for different areas by initially performing 
a low-level forecast and then aggregating the results at 
a higher level. It can be done using the jury of execu-
tive opinion method, which is another method (Wang, 
Chaovalitwongse 2011). Company executives performing 
in different areas come together and perform forecasting 
based on their experience, knowledge, and current situa-
tion in the market. 

Quantitative methods are widely employed in fore-
casting. MA and its modifications, such as daily MA, nor-
malised MA, and other MA-type indicators based on past 
rates for forecasting across various domains are widely 
used in forecasting (Wen et al. 2022). Simple exponential 
smoothing is suitable for situations without seasonal pat-
terns or trend forecasting, where only the demand level 
needs to be determined (Dekker et al. 2004). Regression 
analysis-based methods can also be used for forecasting 
(Wang, Chaovalitwongse 2011), but econometric models 
are the most prevalent. The ARIMA model, incorporating 
AR, I, and MA components, is a classical and widespread 
algorithm suitable for stationary data. For seasonal data, 
SARIMA models are employed, and if forecasting data de-
pends on several input parameters, multivariate models 
like ARIMAX or SARIMAX can be used. 

Another group of quantitative methods is ANNs-based 
models. ANN is a data-driven method and learns process 
model from the data itself, therefore does not need a 
mathematical model (Goodfellow et al. 2016). ANNs as 
part of AI-based methods have gained prominence (Fala-
touri et al. 2022), often outperforming conventional ap-
proaches, as they can learn data-driven models connect-

ing input and expected forecast data (LeCun et al. 2015). 
ANN-based models can also be updated with additional 
training on newly connected data without repeating the 
entire learning process (He et al. 2020). ANN-based mod-
els require a substantial amount of historical data, and not 
all the process data is available to researchers (Chen, Lin 
2014).

In recent years the implementation of hybrid methods 
that combine econometric models, Kalman filtering, and AI 
methods has increased (Shukur, Lee 2015). Kalman filter-
ing, being model-based, requires a mathematical model. 
A hybrid method based on combining the conventional 
econometric and ANN-based models can perform better 
than either of the models used separately (Ruiz-Aguilar 
et al. 2014). Simultaneously, the complexity of such so-
lutions increases, and their practical application becomes 
more complex. 

Vilutienė et al. (2014) defined requirements that fore-
casting models must correspond to, including: (1) models 
must be sufficiently simple to practically apply; (2) the ob-
served phenomenon’s tendencies in the future must re-
main the same as in the observation period; (3) the pos-
sibility of upgrading the models with new data; (4) the 
model must be multivariate; individual models can only 
reflect the possible process development accidentally; (5) 
the models must evaluate the stochastic nature of initial 
data; (6) the experience and intuition of the profession-
als are significant in evaluating the estimations. The last 
point could be adopted only for some of the qualitative 
methods. 

There are several research articles dedicated to fore-
casting problems in freight transportation. Solutions ap-
peared due to the digitisation of the sector and the ap-
pearance of databases. Batchelor et al. (2007) analysed the 
VAR, econometric and vector AR forecasting models. It was 
found that for spot rates and contracts, ARIMA performed 
better. Schramm & Munim (2021) used econometrics and 
VAR models for freight rate forecasting. They found out 
that the Logistics Confidence Index provided by Transport 
Intelligence in the ARIMAX model improves forecast per-
formance greatly. However, this index is available for air 
and ocean transport modes, not road transport. Al Hajj 
Hassan et al. (2020) proposed using a reinforcement learn-
ing framework for freight demand forecasting. The margin 
of error in the long-term weekly forecasts is around 14% 
for long-term demand forecasting. The advantage of the 
proposed approach lies in its quick adaptability to recent 
events in the freight market and reasonable data require-
ments. Coyote Logistics (CL 2024) developed a freight 
rates forecasting model based on annual procurement, 
seasonal demand, and market capacity. Their multivariate 
model uses 5 indicators: truckload volume, industrial pro-
tection, imports, consumer spending and sales-to-inven-
tory ratio. It satisfies the multivariate condition mentioned 
by Vilutienė et al. (2014). However, there are no details 
regarding the actual model, which is used for forecasting, 
analysis of forecasting accuracy is not performed either.

Figure 1. Forecasting models and methods that can be used 
for freight rate and demand forecasting
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Some researchers analysed the dependence of spot 
rates on contracts and vice versa. In the early works dedi-
cated to the shipping industry, Kavussanos et al. (2004b) 
show that contract prices 1 and 2 months prior to matu-
rity are generally unbiased predictors of the realised spot 
prices. This exposes the forecasting problem of long-term 
contracts. Kavussanos et al. (2004a) argue that the freight 
rate defined in the contract has a general stabilising influ-
ence on the spot price volatility. Miller et al. (2021), found 
the dependence between spot price and contract. When 
aggregate spot rates increase by 20%, aggregate contract 
rates should be expected to increase by approximately 
4% over the next few months, other things equal. Similar 
results are achieved by Coyote Logistics (CL 2020, 2024; 
Klujsza 2024) solution, which continuously provides truck-
load market forecasts with a 3 month forecast horizon. 
It should be mentioned that the majority of road freight 
transportation forecasting solutions (Miller et al. 2021; CL 
2020, 2024; Klujsza 2024; Al Hajj Hassan et al. 2020), are 
performed for the US market. While in Europe, there are 
still data-related issues. First-of-all, there are no data ag-
gregators that collect the data. Statistical data repositories 
provide data with great delay. For example, some input 
data used in this research appear with a delay of up to 
9 months, while in the US it appears with a delay of less 
than 1 month.

Through the examination of existing literature, it be-
comes evident that econometric and ANN techniques are 
extensively employed for predictive purposes in transpor-
tation. However, a key limitation of the forecasting meth-
ods found in scientific literature is that they primarily focus 
on analysing past time intervals and known input indica-
tors, disregarding the need to forecast these parameters, 
which is crucial in practical applications. Addressing data-
related challenges is crucial for the European market and 
must be resolved to effectively implement the developed 
forecasting models in real-world scenarios.

This research article delves into the analysis of fore-
casting long-term freight rates and demand, taking into 
account spot prices and leveraging the advantages pro-
vided by digitalisation. A comprehensive forecasting meth-
odology is meticulously developed and critically examined 
through the application of both econometric and ANN-
based models.

2. Developing a mathematical methodology 
for freight rate and demand forecasting

In this section, the authors focus on mathematical models 
used for transportation demand and freight rates fore-
casting using internal company data as well as publicly 
available economic data. Internal data is actual freight 
demand and freight rates. External data used for freight 
rate forecasting are tonne-km, industrial production, im-
ports, consumer spending, and fuel prices. It should be 
mentioned that there is no data aggregator in the EU for 
contract rates; some data can be found using Eurostat, 
Trading Economics, and Statista repositories. 

During the models’ development, a destination from 
the Netherlands to Italy was selected for the case study. 
For this destination shipment demand and contract freight 
rates since January 2015 were available and were used as 
input parameters for model training, with 78 months of 
data. It covers 6.5 years period prior to the middle of 2021. 
Data from months 79 to 90th (12 months) was used to 
analyse the accuracy of developed forecasting models. 
Month 90th is June 2022, as data for this period is already 
available, the forecasted values were compared with actual 
data directly. 

To find a better solution all the possible combination 
of econometric models has been tested, including AR, MA, 
ARMA, ARIMA, SARIMA, ARIMAX and SARIMAX variations. 
Below the equations of econometric models used in this 
research are presented. All the calculations can be re-
peated using the provided equations, or using specialised 
software with econometric toolboxes.

The generalised equation of p order AR model (ArunK-
umar et al. 2021) is expresses as follows:

1 1 2 2t t ty c y y − −+⋅ ⋅= + + p t p ty −⋅…+ + .  (1)

The generalised equation of q order MA model is ex-
pressed as follows:

1 1t t ty c    −+ ⋅= + + 2 2t q t q   − −…⋅ ⋅+ + .  (2)

For non-seasonal time series data ARIMA (p, d, q) mod-
el can be formulated using the formula from (Markevičiūtė 
et al. 2022):

1 1t t p t py c y y − −⋅ ⋅ += + +…+

1 1t t q t q    − −…+⋅ ⋅+ + .  (3)

Also, the ARIMA model  can be presented in a differ-
ent form:

( ) ( ) ( )1
d

P t q tB B y c B  ⋅ =⋅− + ⋅ .  (4)

In Equation (4) polynomial B is defined as the backshift 
operator, sometimes in literature it is called lag operator:

k
t t kB y y −⋅ = .  (5)

Non-seasonal AR polynomial in Equation (4) can be 
described as follows:

( ) ( )11P B B = − − ( ) ( )2
2

p
pB B −…− .  (6)

Non-seasonal MA polynomial in Equation (4) can be 
described as follows:

( ) ( )11q B B = + + ( ) ( )2
2

q
qB B +…+ .  (7)

In freight transportation, seasonality is often observed; 
such time series can be analysed by incorporating seasonal 
fluctuations in classical ARIMA models as parameters (p, d, 
q)S describing seasonal lags. The SARIMA model can be 
expressed in a form (ArunKumar et al. 2021):

( ) ( ) ( ) ( )1 1
D dS S

P P tB B B B y  ⋅⋅ − − ⋅⋅ =

( ) ( )S
Q q tB B  ⋅ ⋅ .  (8)



Transport, 2023, 38(4): 231–242 235

Seasonal terms for seasonal AR in Equation (8):

( ) ( )11S S
P B B = − − ( ) ( )2

2
S P S

PB B ⋅ ⋅−…− .  (9)

Seasonal terms for seasonal MA in Equation (8):

( ) ( )11s S
Q B B = + + ( ) ( )2

2
S Q S

QB B  ⋅+…+ .  (10)

In real-world cases one system parameter usually de-
pends on others, using multivariate models the forecasting 
accuracy may be increased. ARIMAX model is described 
as follows:

( ) ( )1
d

P tB B y ⋅⋅ − = ( ) ,
1

n

q t i t i
i

c B X  
=

+ + ⋅⋅ ∑ .  (11)

The SARIMAX model can be presented as follows:

( ) ( )S
P PB B ⋅ ×⋅( ) ( )1 1

D dS
tB B y− −⋅ ⋅ =

( ) ( )s
Q q tB B  ⋅ ⋅ + ,

1

n

i t i
i

X 
=

⋅∑ .  (1⋅2)

The econometric models presented above need to be 
tested for the model performance’s goodness in explain-
ing the relationships between the variables (ArunKumar 
et al. 2021). It can be done using AIC:

( )2 2 ln ˆAIC k B= ⋅ − ⋅ .  (13)

Due to the specific task under investigation, small 
datasets are available. To estimate the econometric model 
for such datasets, the AICc for the small samples can be 
used (Markevičiūtė et al. 2022):

22 2
1

k kAICc AIC
n k
⋅ + ⋅

= + =
− −

( )
22 22 2 ln

1
ˆ k kk B

n k
⋅ + ⋅

⋅ − ⋅ +
− −

.  (14)

Before using the econometric methods described 
above, time-series data must be tested for stationarity. 
Data differentiation (single or double) solves an issue in 
most practical cases if the data is not stationary. ADF test 
is used in applied statistics and econometrics to analyse 
time series for stationarity. ADF tests the null hypothesis 
(H0) that a unit root is present in a time series sample. If p 
£ 0.05, the null hypothesis (H0) is rejected, the data does 
not have a unit root and is stationary. If p > 0.05, the null 
hypothesis (H0) fails to reject, the data has a unit root and 
is non-stationary (Brownlee 2020).

During the next stage, MLP ANN is chosen to solve 
this problem because its structure is the easiest and most 
flexible. The MLP used in this investigation has one hid-
den layer of neurons. Each neuron has a weighted connec-
tion to all inputs and each neuron’s output is connected 
to the output neuron layer. The connection weights are 
tuned during the learning process. The disadvantage of 
this flexibility is the high computational complexity since 
each connection requires an additional multiplication. For 
this case study, the data amount is rather small, therefore 
computational power and time are low. An MLP layer with 
any number of neurons can be expressed by the follow-
ing equation:

( )y x b= ⋅ ⋅ +W .  (15)

The hyperbolic tangent (tanh) function was used to 
activate all MLP layers in this article. 

The data, which included: tonne-km, industrial pro-
duction, imports, consumer spending, and fuel prices, was 
supplied as a time series flattened to a one-dimensional 
array, this model outputs freight rate. Input indicators 
were defined based on the literature review and practical 
experience of investigators. 

Different metrics can be used to evaluate the forecast-
ing accuracy of the proposed models. The commonly used 
are (Nwokike et al. 2020; Liu et al. 2020, Jierula et al. 2021): 
(1) correlation R between the actual value and forecasted 
value; (2) forecast error; (3) MFE; (4) MSE; (5) RMSE; (6) 
MAE; (7) MAPE. Regarding the investigation provided by 
(Jierula et al. 2021), the sensitivity of some accuracy met-
rics can be ranked as follows: MSE > MAPE > MAE > RMSE 
> R. The more sensitive the metric is, the more suitable it 
is for comparing the accuracy of different predictions. The 
R and RMSE were used in this article (Liu et al. 2020):

( )2
1

ˆ

.

n

i
t ty y

RMSE
n

=

−

=
∑

  (16)

RMSE measures the average error magnitude between 
the predicted and actual values (Jierula et al. 2021). During 
ANN-based model development process, the MSE served 
as the metric for testing. In the context of forecasting con-
tract freight rates through spot rates, the primary metric 
employed was the correlation coefficient R. The article 
does not provide explicit formulas for these metrics, as-
suming that existing software can automatically compute 
them.

This section has comprehensively introduced a spec-
trum of models suitable for forecasting both freight rates 
and demand. It has delineated and described the pre-
requisites for data pre-processing, offering clarity on the 
essential steps during data preparation. Furthermore, the 
section has presented the commonly employed metrics 
for results evaluation. All models from this section were 
deployed in the investigation presented in this article and 
achieved results are presented in the following section.

3. Results

This section delves into the analysis of the European road 
freight market, with a case study focused on the desti-
nation from the Netherlands to Italy. It evaluates the 
forecasting capabilities of econometric and ANN-based 
models, presenting the procedures for data stationarity, 
model selection based on AICc, and the precision of the 
resulting forecasts. This section aims to distil the compara-
tive effectiveness of the employed models in capturing the 
dynamics of freight rates and demand within this specific 
destination.
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3.1. Results achieved using quantitative 
individual econometric models

This subsection is dedicated to the comprehensive evalu-
ation of econometric models, with a particular focus on 
normalised freight rates and demand data. It is internal 
company data, which has been collected during the last 
years as was described in Section 2. The dataset contains 
90 months, data from months 1 to 78 is used for model 
development, and data from 79 to 90 months is used 
for testing. Figure 2 provides a visual representation of 
the average monthly values used in the investigation. To 
ensure the possibility of using econometric models ADF 
tests have been performed, the results of which are de-
tailed in Table 1. Notably, the data was initially found to 
be non-stationary. The procedure of data differentiation 
was applied and the ADF test was repeated. It was found 
that after the differentiation procedure, the data became 
stationary and econometric models can be used. 

During the 1st steps, econometrics models presented 
in Section 2 were used to forecast the demand. The inves-
tigation progresses by delving into various configurations 
of the ARIMA model, with a keen emphasis on the selec-
tion process guided by the AICc for optimal forecasting 
performance. Multiple econometric models underwent 
testing, ranging from simple 1st-level AR and MA models 
to the culmination with the ARIMA (4, 2, 4) model (com-
prising 74 combinations for each dataset). Similarly, the 
procedure was repeated for SARIMA models. The best 
results were achieved using a seasonality of 12 months.

The top 3 ARIMA models were chosen based on the 
minimal AICc value, the same procedure was repeated us-
ing the SARIMA model, and the results are shown in Table 2.  
Figures 3 and 4 offer a visual depiction of the demand 
prognosis for the subsequent 12 months (from 79 to 90 
months) using models from Table 2, which are compared 

with actual data. In Figures 3 and 4 prediction intervals 
have also been shown. Notably, the ARIMA models exhibit 
superior performance, with the majority of estimated values 
falling within prediction intervals. The minimal RMSE value 
was obtained using the ARIMA (3, 0, 3) model, record-
ing a numerical value of 0.0118 (as illustrated in Table 2).  
It is essential to highlight the overall commendable per-
formance of all ARIMA models, as evidenced by the maxi-
mum RMSE of 0.0155. In contrast, SARIMA, while achieving 
favourable results, exhibited a maximal RMSE of 0.08888, 
with the most optimal performance obtained using the 
SARIMA (4, 0, 3)(4, 0, 0)12 model – RMSE = 0.01671. 

After selecting the best econometric models, data from 
Figures 3 and 4 was integrated and compared with actual 
data (Figure 5). Graphical representations of the model-
ling results, presented in Figure 5, underscore the superior 
performance of the ARIMA model compared to SARIMA. 

From the achieved results, we conclude that ARIMA 
models are suitable for demand forecasting in road freight 
transportation.

During the next step, similar procedure was repeated 
to find out the best models for freight rate forecasting. 
The freight data was used from Figure 2. Similarly, data 
from 1 to 78 months was used for model tuning, and the 
last 12 months (from 79 to 90 months) were used for test-
ing.

Freight rate prognoses are presented in Figures 6 
(ARIMA models) and Figure 7 (SARIMA). For the selected 
period, both ARIMA and SARIMA models yielded subop-
timal results. The best models are presented in Table 3.  
However, prognosis data consistently fell outside pre-
diction intervals. Received data was integrated, and the 
results are presented in Figure 8. Interestingly, when the 
actual data (not differentiated) was considered (Figure 8), 
the SARIMA model outperformed ARIMA in freight rate 
prognosis. However, the obtained results underscore the 

Table 1. ADF test result

Data Null rejected P-value Test statistics Critical value Significance level
Demand false 0.610 –0.106

–1.945 0.05
Demand after differentiation true 0.010 –10.249
Freight rate false 0.898 0.887
Freight rate after differentiation true 0.010 –10.707

Table 2. Best econometric models for demand modelling

Model ARIMA 
(2, 0, 4)

ARIMA 
(3, 0, 3)

ARIMA 
(4, 0, 4)

SARIMA 
(2, 0, 2)(4, 0, 0)12

SARIMA 
(4, 0, 1)(4, 0, 0)12

SARIMA 
(4, 0, 3)(4, 0, 0)12

AICc –2.11 –381.5 –381.7 –411.5 –408.6 –414.2
RMSE for prognosis values 0.0127 0.0118 0.0155 0.03288 0.08888 0.01671

Table 3. Best econometric models for freight rate modelling

Model ARIMA 
(1, 0, 1)

ARIMA 
(3, 0, 4)

ARIMA 
(4, 0, 4)

SARIMA 
(3, 0, 3)(4, 0, 0)12

SARIMA 
(3, 0, 4)(4, 0, 0)12

SARIMA 
(4, 0, 3)(4, 0, 0)12

AICc –652.95 –659.76 –659.68 –641.06 –631.06 –631.37
RMSE for prognosis values 0.0346 0.0312 0.0308 0.0222 0.0222 0.0225
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limitations of econometric models in forecasting freight 
rates during the specified 12 month period (July 2021 – 
June 2022). It is crucial to note that this period was marked 
by heightened market volatility, primarily influenced by the 
COVID-19 pandemic and geopolitical uncertainties. As a 
consequence, alternative methodologies may be warrant-
ed for more accurate freight rate forecasting during such 
turbulent market conditions.

Performed investigation showed that freight rate fore-
casting is challenging, and econometric models that are 
suitable for demand forecasting are not applicable for 
freight rate (price) forecasting.

Figure 2. Demand and price (freight rate) for shipments

Figure 3. Prognosis with prediction intervals using ARIMA 
models for differentiated demand data: 
a  – ARIMA (2, 0, 4); 
b  – ARIMA (3, 0, 3); 
c  – ARIMA (4, 0, 4)

Figure 4. Prognosis with prediction intervals using SARIMA 
models for differentiated demand data: 
a  – SARIMA (4, 0, 3)(4, 0, 0)12; 
b  – SARIMA (4, 0, 1)(4, 0, 0)12; 
c  – SARIMA (2, 0, 2)(4, 0, 0)12

Figure 5. Prognosis and actual demand data using models: 
a  – ARIMA; 
b  – SARIMA
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3.2. Results achieved using quantitative 
multivariate econometric and AI-based models 

After finding out that both ARIMA and SARIMA models 
do not provide reliable results during freight rate forecast-
ing. Multivariate models have been developed. Consistent 
with the findings in the literature, multivariate models offer 
a robust framework for forecasting tasks, addressing the 
complexities of multiple interrelated variables. This section 
extends the analysis begun in Sub-Section 3.1, utilising the 
same data from Netherlands to Italy direction (Figure 2). 
The approach here is to harness the predictive power of 
multivariate econometric models, exploring how these 
models can encapsulate the intricacies of forecasting when 
multiple factors are at play. In this research, key indicators 
used for freight rate forecasting are tonne-km, industrial 
production, imports, consumer spending, and fuel prices. 

The main disadvantage of multivariate models is that 
key indicators used for prognosis also should be forecast-
ed. For the case study, the data was available, as the re-
sults achieved using the developed model were compared 
with already available data. The forecast was performed for 
12 months (from months 79 to 90 in Figure 2), from July 
2021 to June 2022. Only for input parameter tonne-km, 
the data was unavailable and needed to be forecasted. 
This parameter is collected quarterly and presented by 
Eurostat with a delay of 6…9 months. The freight intensity 

Figure 6. Prognosis with prediction intervals using ARIMA 
models for differentiated freight rate data: 
a  – ARIMA (1, 0, 1); 
b  – ARIMA (3, 0, 4); 
c  – ARIMA (4, 0, 4)

Figure 7. Prognosis with prediction intervals using SARIMA 
models for differentiated freight rate data: 
a  – SARIMA (3, 0, 4)(4, 0, 0)12; 
b  – SARIMA (4, 0, 3)(4, 0, 0)12; 
c  – SARIMA (3, 0, 3)(4, 0, 0)12

Figure 8. Prognosis and actual freight rate data using 
models: 
a  – ARIMA; 
b  – SARIMA
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index was used to forecast tonne-km. This indicator is de-
fined as the ratio between tonne-km and gross domestic 
product. It was indexed in 1995; for each EU country and 
was equal to 1.

In Figure 9, freight intensity from 1 quarter of 2015 is 
presented. It can be seen that it has a linear trendline. For 
the Netherlands, the correlation coefficient is 0.87 (R2 = 
0.76); for Italy, the correlation coefficient is 0.82 (R2 = 
0.68). The prognosis for the next quarters can be built us-
ing trendlines presented in Figure 9. 

After estimating freight intensity for the forecasting 
period, tonne-km can be evaluated. The rest input param-
eters (industrial production, imports, consumer spending, 
and fuel prices) were available, and an econometric model 
was developed using historical data. 

Different combinations of ARIMAX and SARIMAX mod-
els have been tested in a similar manner as described in 
Sub-Section 3.1. Achieved results showed that the ARIMAX 
model performed better than SARIMAX for a selected case 
study. The best results were achieved using the ARIMAX 
(1, 0, 2) model. 

At the same time, nonlinear AR MLP models have been 
developed. The main difference in using ANN is that they 
do not require stationarity of initial data. So raw data can 
be used without any procedures. Levenberg–Marquardt al-
gorithm was used for training. The number of neurons in 
the hidden layer was changed and results were compared 
using MSE as the main metric, which is calculated auto-
matically using the MATLAB ANN toolbox. 

The best results were achieved for a model with 10 
neurons in one hidden layer. Using more neurons, the ten-
dency of the ANN towards overlearning was noticeable. 
MSE values decreased for the training dataset, but results 
were unsatisfactory while using the testing dataset. 

Freight rate forecasting using 2 best models MLP and 
ARIMAX are presented in Figure 10.

The smaller achieved RMSE value for prediction is 
0.01934 using the ANN model. It can be seen that ANN 
provide more accurate results by the end of the prognosis 
period; it is a minimal value achieved using different mod-
els for price prognosis. 

The primary drawback of implementing the proposed 
solution lies in the requirement to forecast 5 parameters, 
which increases the potential for errors. To exemplify this 
concern, let’s consider the case of the input parameter – 
fuel prices. In the US, transportation companies com-
monly rely on WTI crude oil price forecasts and NYMEX 
prognoses during the forecasting of fuel prices. The same 
forecasting model was employed for this investigation, as 
global oil trends tend to exhibit similarities.

However, it is worth noting that the prognosis for 2022 
was entirely incorrect. In January 2022, the forecast pre-
dicted a decrease in oil prices from nearly $80 per barrel 
observed in the previous year to approximately $60 per 
barrel by the end of 2022. The situation unfolded differ-
ently, with the actual price soaring to nearly $120 per bar-
rel by mid-year and then receding to $80 per barrel by 
year-end.

Consequently, the idea suggesting that multivariate 
models would outperform conventional individual mod-
els must be approached with the utmost caution, particu-
larly considering the need to forecast other parameters. 
In times of market volatility, such an approach introduces 
significant uncertainty. Therefore, a robust solution is still 
needed to tackle these challenges effectively.

3.3. Forecasting contract freight rates  
using spot rates 

This subsection tests the idea that contract freight rates 
may correlate with spot rates with some delay. In some 
industries, this correlation was found previously. If spot 
rates change, contract rates should be expected to change 
over the next several months. 

The next attempt to perform a freight rate prognosis 
was to separate spot and contract rates. Unfortunately, 
such data separation was not previously used in a com-
pany under investigation and was launched only in 2020. 

Figure 9. Freight intensity (2015–2021) in: 
a  – Netherlands; 
b  – Italy

Figure 10. Prognosis and actual freight rate data using 
ARIMAX and ANN model
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Data was collected separating contract and spot rates in-
cluding 24 month period. The direction is the same (from 
the Netherlands to Italy). After that, rates were compared 
using correlation R as a primary metric. In Table 4, the 
results are presented. Month lag 0 means that the con-
tract rate of month one is compared with the spot rate of 
month one, month lag 1 means that month 2’s contract 
rate is compared with month one’s spot rate, etc. It can 
be seen that the highest correlation is achieved with a lag 
equal to 6 months. The rate curve of the contract repeats 
the tendencies of the spot. 

For the 6 month lag, the correlation coefficient is equal 
to 0.86; graphically, this data is presented in Figure 11.

For the selected case study it was found that spot rates 
could be used as a primary metric for evaluating contract 
rates. First-of-all, such an approach may be used during 
market volatility, while the accuracy of more advanced 
multivariate solutions decreases. The main advantage of 
this technique is simplicity and robustness. However, this 
is not a universal solution for all the cases. For example 
in some directions 12 month seasonability is possible. An 
example can be the direction where fruit or vegetables 
are transported. As these products are seasonal, and the 
season repeats every 12 months, a defined 6 month lag 
will not work. Before forecasting contract freight rates us-
ing spot rates initial investigation need to be performed 
using historical data. 

Conducting this investigation revealed the formidable 
challenge of forecasting freight rates and demand in road 
transportation. There is no one-size-fits-all solution appli-
cable to all market scenarios. Econometric models prove 
valuable in demand forecasting, as demand exhibits fewer 
fluctuations compared to price during market volatility.  

In this article, ANN demonstrates greater accuracy in fore-
casting freight rates compared with results achieved us-
ing econometric models. Another critical consideration, 
particularly in the European market, is the delayed avail-
ability of statistical data compared to the US market. High 
market volatility poses a significant drawback during the 
forecasting process, potentially leading to inaccuracies in 
input parameters, which are themselves subject to fore-
casting. Spot price analysis is a potent tool for forecasting 
contract prices. However, it is essential to account for the 
nature of the transported goods. Seasonal products, for 
instance, may render this method less effective. Summa-
rising this section, it can be stated that the mathematical 
models developed can serve as supplementary tools in the 
decision-making process, complementing each other but 
not eliminating the necessity for human judgment.

Conclusions

An in-depth analysis of forecasting techniques has been 
conducted, focusing on demand and rate forecasting in 
road freight transportation. The demand forecasting re-
sults revealed that the ARIMA (3, 0, 3) model achieved the 
best outcomes. It should be noted that this model is not 
universally applicable, and the other ARIMA models must 
be tested for each particular direction. In any way, other 
ARIMA models also provide good results for demand fore-
casting. Conversely, using SARIMA models resulted in infe-
rior forecasting results for all the cases examined. 

Freight rate forecasting proved challenging due to the 
significant impact of COVID-19 and geopolitical factors 
that caused substantial rate fluctuations during the inves-
tigation period (2021–2022). Standard ARIMA and SARIMA 
models performed unsatisfactorily for this task. Instead, 
multivariate models, such as ARIMAX and SARIMAX and 
ANN-based solutions, were utilised to forecast rates by 
incorporating input data: tonne-km, industrial produc-
tion, imports, consumer spending, and fuel prices. This 
approach yielded better results compared to the previ-
ously described methods. However, even such results were 
only achieved using actual values of additional input data. 
Using forecasted values of these parameters (additional 
input data) in practical applications may lead to improper 
performance due to their forecast errors.

A different approach was adopted to address the issue 
of freight rate forecasting for transportation companies. 
Freight rate data was collected, separating freight rate 
types into spot and contract over 24 months. Analysis re-
vealed that contract rates mirrored the trends observed 
in spot rates but with a 6 month delay. The correlation 
coefficient between spot and contract rates for the case 
under investigation was found to be 0.86. It means that 
the company must collect the contract and spot data sep-
arately. Such a simple approach can aid decision-making 
by allowing transportation companies to forecast future 
contract rates based on the trends observed in the cor-
responding spot rates.Figure 11. Spot vs contract rate with a 6 month lag

Table 4. Correlation of spot rates with contract rates
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Despite market uncertainty, econometric models can 
still be employed to forecast demand, as the demand 
for goods tends to exhibit less drastic changes. However, 
freight rate forecasting poses unique challenges due to 
the substantial fluctuations in the parameters used as in-
puts for multivariate models. In light of this, we propose 
a 2 pronged approach for freight rate forecasting. Firstly, 
we suggest utilising ANN-based models in stable situa-
tions. Secondly, when confronted with volatile market con-
ditions, it becomes crucial to analyse and consider spot 
prices in the forecasting process. Contract prices typically 
follow the trends observed in spot prices, albeit with a 
certain delay. By combining ANN-based models for stable 
situations and incorporating spot price analysis for volatile 
market conditions, a comprehensive and robust framework 
for freight rate forecasting can be established.

Summarising this investigation, it can be stated that 
developed mathematical models can serve as supple-
mentary tools in the decision-making process during the 
freight rate and demand forecasting process, comple-
menting each other but not eliminating the necessity for 
human judgment.
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