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Abstract. This research presents a data-driven Neural Network (NN)-based Virtual Sensor (VS) that estimates vehicles’ 
Unsprung Mass (UM) vertical velocity in real-time. UM vertical velocity is an input parameter used to control a vehi-
cle’s semi-active suspension. The extensive simulation-based dataset covering 95 scenarios was created and used to obtain 
training, validation and testing data for Deep Neural Network (DNN). The simulations have been performed with an ex-
perimentally validated full vehicle model using software for advanced vehicle dynamics simulation. VS was developed and 
tested, taking into account the Root Mean Square (RMS) of Sprung Mass (SM) acceleration as a comfort metric. The RMS 
was calculated for two cases: using actual UM velocity and estimations from the VS as input to the suspension controller. 
The comparison shows that RMS change is less than the difference threshold that vehicle occupants could perceive. The 
achieved result indicates the great potential of using the proposed VS in place of the physical sensor in vehicles.
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   Notations

ANN – artificial NN;
CDC – continuous damping control;
CNN – convolution NN; 
DCC – dynamic chassis control;
DNN – deep NN;
ECU – electronic control unit;
ESC – electronic stability control;

FC – fully connected;
FL – front left; 
FR – front right;

GA – genetic algorithm;
IMU – inertial measurement unit;

LIDAR – light detection and ranging;
LQR – linear quadratic regulator;

LReLU – leaky rectified linear unit;
MEMS – microelectromechanical sensors;

MPC – model predictive control;
MR – magnetorheological;
NN – neural network;
PID – proportional integral derivative;

RL – rear left;
RMS – root mean square;

RMSE – RMS error;

RR – rear right;
SH-ADD – Skyhook acceleration driven damper;

SM – sprung mass;
SMC – sliding mode control;
SUV – sport utility vehicle;
UM – unsprung mass;

VS – virtual sensor.

Introduction

Recent progress in automated driving reduces drivers’ in-
volvement in the driving process. In the near future, the 
occupant will be able to carry out various activities, e.g., 
working, surfing the internet, reading while the vehicle is 
moving. A new comfort level must be achieved in such 
vehicles. As a result, suspension architecture should be 
reviewed, and new solutions for active suspensions and 
their components are needed.

Vehicle suspension maintains the correct vehicle body 
orientation, provides good ride comfort and ensures desir-
able handling and safety capabilities (Skrickij et al. 2018; 
Cao et  al. 2011). The suspension consists of rigid links, 
stiffness and damping elements and, optionally, controlla-
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ble actuators. Based on its structure and possibility of con-
trol, it can be classified as passive, adaptive, semi-active, 
and active. 

The passive suspension system consists of constant 
stiffness springs and shock absorbers with a fixed damp-
ing coefficient. The selection of the optimal damping and 
stiffness levels requires a compromise between vehicle 
handling and ride comfort (Yatak, Şahin 2021). 

The adaptive suspension system realises a slow (<1 Hz) 
variation of the spring and the damper characteristics. The 
variation is scheduled: it may be presented before the ac-
tual driving or may differ according to the vehicle’s veloc-
ity to lower its centre of mass to ensure better handling. 
The energy consumption of such a system is significantly 
lower compared to the active suspension (Koch 2011). 

Semi-active suspensions offer the possibility for the 
adjustment of damper characteristics in real-time. The 
main attribute of semi-active systems is that the force 
generated by the actuator, usually a damper with vari-
able force–velocity characteristics, depends on the direc-
tion of relative motion (Koch 2011). This is considered 
a limitation because this suspension type cannot control 
the vehicle’s ride height, roll, or pitch angle (Theunissen 
et al. 2021). On the other hand, semi-active suspension 
can operate within the low power consumption range due 
to the indirect generation of the actuator force. All of the 
power supply is only required to activate auxiliary com-
ponents of suspension (Theunissen et al. 2021). From the 
constructive point of view, semi-active suspension can be 
implemented using hydraulic shock absorbers, MR and 
electromagnetic dampers (Soliman, Kaldas 2021). MR 
dampers utilise magnetic oils whose viscosity can be af-
fected by electromagnetic fields. When the magnetic coil 
is activated, MR fluid particles align with the direction of 
the magnetic flux, thus increasing the damping proper-
ties (Ghoniem et al. 2020). The hydraulic shock absorbers 
utilise aperture related fluid flow control. This is usually 
implemented using a valve with the variable orifice or by-
pass valve with the solenoid. The dissipation level is varied 
by changing the cross-section of the opening between the 
damper chambers (Savitski et al. 2017). The electromag-
netic damper’s operating principle is based on the interac-
tion between the moving coil and the magnetic field of a 
permanent magnet or electromagnet to provide a damp-
ing effect. The damping level can be varied by altering the 
external resistance or the strength of the magnetic field. 
In the case of a damper coil short circuit or connection to 
an external resistor, the device performs as a passive shock 
absorber. The electromagnetic damper’s main drawback is 
its high cost (Soliman, Kaldas 2021). 

Active suspension can be implemented using electro-
mechanical, electromagnetic, and electrohydraulic actua-
tors. The controllable actuators are installed between the 
UM and the SM. Contrary to semi-active suspension, the 
direction of the actuator generated force is independent 
of the relative actuator motion, which is beneficial for 
performance. This advantage compensates for the vehi-

cle body’s roll, pitch and heave motions and controls the 
ride height (Theunissen et al. 2021). Although the active 
suspension provides better performance in a wide variety 
of road conditions and terrains it is very complex, con-
sumes high amounts of energy and is still quite expensive 
to commercialise and utilise in economy class vehicles 
(Ghoniem et al. 2020).

Nevertheless, some suspension actuators can also re-
cuperate energy from road oscillations contributing to the 
better energy efficiency of the system (Sathishkumar et al. 
2021). In the electrohydraulic actuator approach, system 
performance strongly depends on the characteristics of its 
components. Higher flow of hydraulic pump allow achiev-
ing better actuator force–velocity properties. A hydraulic 
accumulator ensures the required fluid pressure and/or 
flow rate. Thus, the active valves can control the damping 
levels and generate additional force (Vandersmissen et al. 
2012). In comparison, electromechanical actuators may 
include an electric motor and a mechanical system to con-
vert the angular displacement of the rotor into a linear ac-
tuator displacement. It must be noted that electrohydraulic 
design tends to have lower system bandwidth compared to 
one with electromechanical actuators. Nevertheless, ben-
efits in control lead to higher energy consumption. Thus, 
choosing between electromechanical and electrohydraulic 
approaches leads to a trade-off between energy consump-
tion and performance (Savitski et al. 2017). 

Controlled suspensions use input data from the ac-
celeration sensors placed on the SM and the suspension 
displacement sensors installed between the vehicle body 
and the suspension’s lower control arms. Sometimes ad-
ditional acceleration sensors are placed on UM as well. 
Additional inputs are commonly used for control, such as 
steering wheel angle, vehicle speed, brake pressure, and 
others (Soliman, Kaldas 2021). 

The manufacturers have developed various suspension 
systems. ZF Sachs AG has developed CDC suspension. It 
uses six strategically placed accelerometers in the vehicle 
to detect wheel and body movement. An ECU then pro-
cesses that information, communicates with the brake, 
steering, engine, and ESC modules and calculates the 
necessary damping force (Soliman, Kaldas 2021). Bilstein 
developed the DampTronic® sky system. Using the data 
from the acceleration and suspension displacement sen-
sors, the suspension control module individually adapts 
the damping forces for each wheel (Soliman, Kaldas 2021). 
Volkswagen AG has developed the DCC system based on 
semi-active dampers. The DCC system uses three acceler-
ometers placed on the vehicle body and three suspension 
displacement sensors (Soliman, Kaldas 2021). Ford Motor 
Company has developed a semi-active suspension system. 
The Ford system uses four height sensors to measure the 
relative displacement between the vehicle body and wheels 
(Soliman, Kaldas 2021). From these examples, it is clear 
that various combinations of accelerometers and displace-
ment sensors dominate in the commercially available con-
trolled suspensions.
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With the appearance of semi-active and active suspen-
sion systems, various controllers with different control 
strategies emerged. A proper control algorithm must be 
implemented to ensure suspension performance for ride 
comfort and handling (Ghoniem et al. 2020). 

The most common suspension control strategies de-
pend on rule-based discontinuous or continuous damping 
factor switching (Floreán-Aquino et al. 2021). Some key 
examples of such strategies are Groundhook and Skyhook 
for vehicle handling and comfort accordingly. Further-
more, the combinations of these two, called hybrid and 
mixed SH-ADD control, were created to provide both 
comfort and handling (Savaresi et  al. 2010; Qin et  al. 
2018). 

In addition, the classical control includes a PID con-
troller. PID ensures a controlled response by applying 
tunable gains in vehicle suspension application. It auto-
matically applies certain corrections to reach the desired 
response based on the actual system and its feedback. For 
best PID performance, gain parameters require adap-
tive tuning. That can be implemented using fuzzy logic 
and function optimisation based tuning (Jain et al. 2020; 
Marques, Reynoso-Meza 2020). Furthermore, the SMC 
strategy drives a controlled system onto a particular sur-
face, defined by boundary conditions and desired states. 
This feedback controller impulses the system to reach 
the sliding surface within a finite time and make it tog-
gle between two phases, either on and off or reverse and 
forward. The control input is sustained when the system 
is finally at the sliding surface (Al-Ashmori, Wang 2020). 
In practice, SMC is defined by governing switching rules, 
weighted matrices, vehicle mathematical model, driven 
polynomial sliding surface and suspension performance 
index. The performance index is mostly based on the 
quadratic optimal control theory to minimise absolute 
body vertical acceleration, dynamic wheel loads, and sus-
pension deflection (Zhou et al. 2018). 

Moreover, Savitski et al. (2017) proposed a hierarchical 
control architecture to reduce the vehicle’s vertical, pitch 
and roll rates. The proposed control strategy applies the 
integral SMC approach and optimal distribution of vir-
tual demand between four semi-active shock absorbers. 
If not used in conjunction with different methods, these 
conventional techniques contain some drawbacks, such 
as chattering in high frequencies and reduced bandwidth. 
That limits the capacity for improving passenger comfort, 
simultaneously road holding. In addition, not all of the re-
viewed control strategies contain predefined control laws. 
Therefore, applying a specific method to the real suspen-
sion system may be complex (Floreán-Aquino et al. 2021). 

Intelligent suspension control includes the following 
methods: fuzzy logic, MPC and ANN. The fuzzy logic 
strategies assign the damping coefficient without a precise-
ly constructed mathematical model for the system control. 
A rule-based algorithm can assign the required damping 
for certain road excitation (Ghoniem et al. 2020). MPC 
utilises vehicle suspension model-based optimisation in a 

finite time domain. MPC solves the optimisation task to 
predict the optimal control variables from the current and 
preferred systems at each sampling period. After that, the 
controller corrects the future output at the next moment 
according to the error between the system output and the 
predicted output to realise the closed-loop of the overall 
optimisation (Jiang et al. 2021). Zheng et al. (2021) pro-
posed nonlinear MPC for enhancing motion comfort, and 
the solution led to a significant reduction of the lateral 
acceleration sensed by the passenger over a vehicle with 
passive suspensions by 46.5%

Furthermore, the ANN controllers can assign the 
needed damping forces in abnormal conditions like age-
ing and deterioration of the damper. The existing system’s 
response is monitored and compared with the suspension 
design parameters in such a strategy. The ANN control-
ler generates new corrected tuning signals to the damper 
(Savaresi et al. 2019). The ANN controllers often replace 
the conventional controllers by investigating the conven-
tional systems and using their data to learn control pat-
terns. A good example that motivates the use of ANN as 
the controller is research performed by Konoiko et  al. 
(2019). An ANN was trained by the optimal PID and 
surpassed it under parameter uncertainties. ANN is used 
in combination with traditional controllers, including the 
SMC, PID and LQR, to enhance the controller perfor-
mance and other tasks such as determination of the road 
roughness, an indication of damper deterioration or the 
tuning of gain (Fares, Bani Younes 2020).

The latest control strategies are categorised as preview-
based and learning-based methods. Road profile is not an 
unknown disturbance in preview-based control but is a 
measured or estimated external input. Preview control 
formulations are either based on the road irregularities 
at a single point or a set of discrete points. Typically, the 
information covers the range from the current longitudi-
nal coordinate of the vehicle to a predicted future posi-
tion of the wheel. In practice, preview-based algorithms 
are implemented using the “look-ahead” sensor (e.g., 
LIDAR camera and radar) or the wheelbase preview as-
sumption (Theunissen et al. 2021). In fact, with the road 
preview, the suspension actuator can proactively respond 
to a road excitation before actually reaching it. Therefore, 
reducing both SM acceleration and suspension deflection. 
Learning-based suspension controllers use knowledge-
based systems and statistical learning methods. These 
suspension controllers can learn from the environment 
and adapt the model parameters accordingly. Moreover, 
this approach enables simultaneous road classification and 
vehicle suspension control. Learning systems can quantify 
model uncertainties appropriately. Soft computing-based 
learning methods represent GA, ANN, MPC and various 
combinations of fuzzy controllers. On the other hand, sta-
tistical computing-based learning methods use paramet-
ric statistical regression models or probabilistic methods 
(Mozaffari et al. 2019). Described control strategies can 
significantly increase ride comfort and handling but re-
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quire high computational power; therefore, may be chal-
lenging to implement in real-time applications and pos-
sess a considerable number of tuning parameters to define. 

As stated before, control incorporation into the sus-
pension requires sensors to collect data. Different types 
of sensors introduce complexity to the system. There are 
added production and maintenance costs related to the 
use of displacement sensors. These sensors measure UM 
mass displacement in reference to SM mass. In addition, 
UM mass velocity in reference to SM mass is estimated 
based on these measurements. In contrary to acceleration 
sensors, which are MEMS mounted on SM mass and did 
not require maintenance as they measure acceleration in 
a non-contact way, displacement sensors are usually me-
chanical devices attached between SM and UM masses on 
four sides of the vehicle. Therefore, they are prone to wear 
and may require frequent changes. In addition, they add 
cost to the vehicle and additional mass. Many investiga-
tions of virtual sensing have been published (Acosta et al. 
2017; Sun et al. 2017; Ahamed, Duraiswamy 2019; Martin 
et al. 2021). The VS combines existing signals from other 
on-board physical sensors to approximate the system’s 
state and create virtual signals of non-measured values (Li 
et al. 2011). The use of VSs instead of physical ones solves 
the problem of cost and maintenance. This is possible if 
the VS can be implemented in current on-board comput-
ers. Implementation of VSs in various systems provides 
many advantages. One of several is the more forthright us-
age of sensors in compact areas: hydraulic systems, wheel 
carriers, etc. Technology offers a possibility to measure 
unmeasurable or complex values such as performance 
or efficiency indexes. By using VS system, physical parts 
count decreases, and overall reliability increases. Imple-
mentation requires additional development costs but re-
duces repetitive maintenance intervals and costs (Li et al. 
2011). The possibility of diagnosing and predicting the 
system’s state in advance emerges (Mattera et  al. 2018). 
VS measures variables without adding the corresponding 
physical errors (Choi, Yoon 2020). It interprets data and 
finds hidden relationships or correlations between vari-
ables. Various online identification algorithms can update 
VS when system parameters change (Khatibisepehr et al. 
2013). 

VS can be model-based or data-driven. In model-based 
VS, connections between inputs and outputs are described 
by mathematical equations, which make up a model (Sun 
et  al. 2017). The creation of a model-based on physical 
properties requires high competencies and skills. Often, 
Kalman filters with vehicle models to update estimations 
are used (Pletschen, Badur 2014). The more accurate the 
model is, the more accurate the prediction will be; any 
change in vehicle parameter will require a change in the 
model. This must be considered during the sensor devel-
opment stage, and will require a more complex algorithm 
that may use more computational power (Omrane et al. 
2015). The strengths of the model-based VS are predict-
ability and low requirements for experimental data. The 

main weakness of the model-based approach is that the ac-
curacy of VS depends on the complexity of the model, and 
it depends on the expertise of the model’s creators. Besides 
that, there are not many established UM vertical velocity 
estimation models. Otherwise, data-driven VS based on 
machine learning technics require little prior knowledge 
about the system but much data to be recorded. VS may 
fail to estimate the system’s state accurately if low dynamic 
data content is provided. Therefore, an insignificant er-
ror can generate a significant drift in the estimated signals 
(Acosta et al. 2017). If the vehicle is operating in a wide 
range and, as a result, measurement values are changing 
in a wide range, the VS must scale accordingly to deliver 
satisfactory performance. The dataset should cover the full 
range of possible input and output values to achieve that. 
In the case of the VS, physical sensors that are not possible 
or too expensive to use in real-life conditions can be used 
to collect huge amounts of data for the development of 
data-driven VS (Li et al. 2011; Sun et al. 2017). The main 
weakness of data-driven VS is that it is a requirement for 
a huge dataset. It can be manageable, and performance 
can achieve and surpass model-based approaches where 
a complex model is required. The main strength of the 
data-driven VS is the ability to model complex relations 
between input and output data based on collected datasets 
without prior knowledge of the system; therefore, results 
will not depend on the competence and expertise level 
of the creators. Recently, hybrid model-based and data-
driven approaches appear that are promising to provide 
benefits of both (Son et al. 2020).

There are several publications on VSs implementations 
in various vehicle systems. In the review paper (Zaharia, 
Clenci 2013), the authors highlight areas in the automo-
tive industry where VSs are applied: (1) passenger ther-
mal comfort observation and regulation; (2) tire pressure 
monitoring system; (3) powertrain applications. VSs are 
applied in active noise cancellation to lower the noises of 
the truck and car engines (Ahamed, Duraiswamy 2019). 
Vehicle yaw rate estimation using a VS is presented in the 
paper by Kahraman et  al. (2010). A relative suspension 
velocity estimation is carried out in the strategy proposed 
by Jeong and Choi (2019). The method consists of math-
ematical modelling and direct measurements provided by 
an IMU. In Milanese et al. (2007), the authors used the 
direct VS design technique to estimate the relative verti-
cal displacement and velocity between chassis and wheel. 
Pletschen and Badur (2014) provided VS for suspension 
state estimation based on Kalman Filter and Takagi–Sug-
eno modelling. In Viehweger et al. (2020), authors esti-
mate tire forces using NN-based VS. In Kim et al. (2021), 
authors estimate unknown road profiles using NN-based 
VS. Earlier, in Šabanovič et al. (2021), the authors proved 
that NN-based VS could be used estimate UM vertical ve-
locity for a vehicle with passive suspension. Nevertheless, 
the VS was not used on real or simulated vehicles with a 
controlled suspension system. NN models and especially 
DNN have already proved the capability to learn the signal 
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features and provide very good results for regression tasks 
simultaneously, especially in the supervised learning ap-
proach. Therefore, DNN selected the proposed data-driv-
en VS out of all possible artificial intelligence methods. 

It was found that there is no research about change in 
comfort level metrics because of the use of VS for vertical 
UM velocity instead of a physical sensor, this paper targets 
this issue. Therefore, the most common suspension con-
trol strategy – Skyhook, was implemented in the vehicle to 
test the impact of the VS. There, the hypothesis is raised 
that VS will impact comfort level less than can be felt by 
the occupant. This paper presents a comparison between 
comfort metric RMS estimated for running with the same 
control algorithm while using UM vertical velocities data 
directly from simulation and VS. 

The developed sensor is integrated and tested on a 
simulation platform using a high-fidelity SUV model for 
the first time. The observed changes in the RMS metric of 
comfort level are evaluated based on the human sensitivity 
threshold and showed that in the majority of test cases, 
change in the RMS metric would be less than a threshold 
value.

In current section, an introduction and literature 
review is presented. In Section 1, the theoretical back-
ground, including the vehicle mathematical model and 
semi-active suspension control strategy. A real-time da-
ta-driven VS and a dataset are presented. In Section 2, a 
comparison of conventional passive suspension and semi-
active is provided when driving on different surfaces. The 
VS is integrated into the mathematical model, and the out-
put is used for real-time control of a vehicle’s semi-active 
suspension. The effectiveness of the proposed solution is 
evaluated. In last section, conclusions and future plans are 
presented.

1. Theoretical background

This Section describes the materials and methods used for 
research. In Figure 1, research at a glance is presented. 
The aim is to use a virtual DNN-based, data-driven sensor 
for UM vertical velocity estimation instead of physical. A 

vehicle mathematical model with semi-active suspension 
is needed to test the idea. The structure of DNN used for 
the VS of vehicle UM vertical velocity estimation needs to 
be developed; it requires the development of the original 
dataset. The proposed system is evaluated by comparing 
SM vertical acceleration RMS to achieved by using the 
reference system. 

As pictured in Figure 1, this research aims not to cre-
ate a new control strategy for the suspension. Rather, eval-
uate VS impact on the passenger comfort level and test it 
in a real-time suspension control application. Therefore, 
reference systems include simulated physical sensor data 
and the proposed system that uses VS to estimate vertical 
velocity. In both systems, measurements from the sensors 
are fed into the same Skyhook control algorithm. After-
wards, the impact on SM vertical acceleration is estimated 
by the difference in the calculated RMS metric. 

1.1. Vehicle mathematical model

The vehicle mathematical model was developed on the 
IPG CarMaker simulation platform (https://ipg-automo-
tive.com/en/products-solutions/software/carmaker) using a 
high-fidelity SUV model; its dynamic model is present-
ed in Figure 2. The model has been parametrised based 
on mass-inertia parameters, suspension kinematics and 
compliance. The Delft-tire model was validated using test 
bench testing. The vehicle model has been validated using 
field test data from the proving ground, as described by 
Šabanovič et al. (2021).

1.2. Strategy for vehicle semi-active  
suspension control with VS

As shown in the introduction section, many control strate-
gies have been developed during the last years for suspen-
sion control. However, many original equipment manufac-
turers use rule-based techniques based on Skyhook con-
trol strategies and their modifications (Pellegrini 2012). 
The principle of this approach is to minimise disturbance 
effects that cause the vehicle body vertical oscillations. 

Figure 1. Research at a glance
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Based on the direction of motion of the vehicle body, the 
system’s damping is either increased or reduced. There-
fore, Skyhook control is easy to implement with informa-
tion from a few sensors representing the vehicle state (Liu 
et al. 2019). Initially, the strategy attempted to simulate the 
virtual damper linkage with a fixed inertial system (the 
sky) to decouple the SM oscillations and increase passen-
ger comfort. 

In practice, it is implemented by changing the damp-
ing Cs of the shock absorber according to the difference 
between the SM–UM vertical velocities by using a logical 
rule (Savaresi et al. 2010): 
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where: bZ  – vertical vehicle body (SM) velocity; wZ  – ver-
tical wheel (UM) velocity; Cmin, Cmax – minimal and max-
imal damping values.

In the simulations, there was only high-level control 
considered. Therefore, no actuator mathematical model-
ling was performed, and no low-level control allocation 
was implemented. 

1.3. Real-time data-driven VS

The proposed system uses DNN-based real-time data-
driven VS. The DNN model used for VS was developed 
to achieve sufficient performance while running in less 
than 10 ms. The proposed 1D CNN model consists of 7 
layers (Figure 3).

The proposed VS model accepts data as a 4D matrix, 
where dimension 1 is a number of signals; 2 is position 
in the time window; 3 (depth or channel) is always 1; 4 is 
sample number in batch (equals 1 during real-time pro-
cessing). The 4D matrix is used as input to the 4D matrix 
input layer that is connected to the first convolutional 
layer. 

The first convolutional layer does 1D convolution on 
each input signal in parallel, even if the 2D convolution 
function is used, as the convolutional kernel is made to 
take only a small portion of one input signal in the time 
window dimension. There are 128 kernels of 1×3 in the 
first layer, and the stride is 2. This layer’s stride reduces 
the window size by a factor of 2. Each value in the result-
ing feature map is processed using the activation function. 
The LReLU function is used with a leakage coefficient of 
0.1 as an activation function. This leakage multiplier was 
selected to allow at least minimal gradient calculation dur-
ing deep learning-based on the backpropagation of error.

The second convolutional layer processes the result 
with 64 kernels of 1×4, stride 2 and the same activation 
function as in the first layer. This also reduces window 
size dimension by a factor of 2. This and previous con-
volutional layers extract local features of the signals. The 
convolution layer both learns what features should be ex-
tracted and let’s detect the parts of the signal where the 
features are. In our case, location information is related to 
the sample location in the time window. This way convo-
lutional layer looks into the time window of samples and 
extracts signals’ features in time.

The next layer is made of fully connected neurons 
called FC. This layer has 64 neuron units, and each neu-
ron is connected to each value in the input matrix. There 
each neuron makes perceptron operations (input multipli-
cation by weights, summation, and activation). The activa-
tion function is the same as in previous layers. The result 
is processed using a random dropout layer.

Dropout is made with a probability of 0.5 for the value 
to withdraw. This layer is active only during training; it 
writes zeros to randomly selected values of the input vec-
tor and multiplies other values by the 1/probability. This 
way, the total sum of values remains unchanged. The re-
sults of dropout are used as input to the second FC layer. 
A probability level of 0.5 prevents the NN model from 
relying on any input value by forcing any further decisions  

Figure 2. SUV dynamic model – modification of Šabanovič et al. (2021)
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based on at least two input values. This also fosters better 
globalisation and reduces the probability of overfitting. On 
the other hand, lower values of probability would increase 
network bias and require more artificial neural units in 
layers prior to dropout to compensate. This would require 
more computational power; therefore, it was not consid-
ered.

The second FC layer has as many neurons as there are 
output signals. This layer decides which previous FC layer 
outputs should be combined using perceptron operations 
to get each output signal. Results of this layer are fed to 
regression output. Therefore, the network provides real-
valued outputs that are an estimation of probably output 
signals. The output is a vector of 4 values; each value cor-
responds to the estimated UM relative vertical velocity of 
each suspension quarter: FL, FR, RL, and RR.

1.4. Dataset

The original dataset was created for VS development. It 
contains 95 tests, including different road profile param-
eters and vehicle driving speeds. A detailed description 
of the tests is presented in Table 1. Each of the tests was 
driven at five different velocities. Therefore, the lowest and 

the highest speed runs plus randomly selected one from 
the remaining three were used as the training data. The 
validation and testing scenarios there randomly picked 
from the remaining two runs. All in all, 57 tests were used 
for training, 19 for validation and 19 for testing. 

The first group of tests includes various trapezoidal 
road bumps. Bump parameters variety is presented in Ta-
ble 1 – values are taken from the LAKD (2010). The vehi-
cle passed through seven trapezoidal road bumps during 
this test at a specified velocity. The second group includes 
sinusoidal road profiles (geometrical parameters and ve-
locities are presented in Table 1). The third group includes 
trapezoidal road bumps placed in a checkered pattern. The 
vehicle in this scenario is subjected to road bumps only on 
one side, left or right, at a particular moment. The fourth 
group includes road pits (geometrical parameters and ve-
locities presented in Table 1).

Dataset uses 14 parameters as inputs: SM accelera-
tions in 3 directions (x, y, z), angular rates around these 
3 axes, longitudinal vehicle velocity, 2 front wheels’ steer-
ing angles and vehicle yaw angle, 4 angular velocities of 
the wheels. Parameters are commonly measured in the 
industry. The vertical velocities of four UM were used as 
an output.

Figure 3. Structure of DNN-based VS with inputs and outputs
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Table 1. Dataset description 

Test name Boundary conditions Vehicle speeds
Trapezoidal road bumps tests
(TFX1VX2)

hill ratios: i = 1:6…1:30;
heights: h = 0.01…0.14 m;
plateau lengths: L = 3…5 m

10, 15, 20, 25, 30, 35, 40, 45, 50, 55, 60 km/h

Number of tests: 25
Sinusoidal waveform road profile tests
(SINX1VX2)

amplitudes: A = 0.01…0.12 m;
period lengths: P = 0.1…10 m

10, 15, 20, 25, 30, 35, 40, 45, 50, 55, 60 km/h

Number of tests: 20
Checkered pattern of trapezoidal  
road bumps tests
(ChessX1VX2)

hill ratios: i = 1:5…1:40;
heights: h = 0.01…0.1 m;
plateau lengths: L = 2…3 m;
distances between bumps: K = 5…15 m 

10, 15, 20, 25, 30, 35, 40, 45, 50, 55, 60 km/h

Number of tests: 20
Road pits and inverse sinusoidal  
waveform road profile tests
(HOX1VX2)

hill ratios: i = 1:6…1:24;
depths: h = 0.01…0.09 m;
plateau lengths: L = 3…5 m

10, 15, 20, 25, 30, 35, 40, 45, 50, 55, 60 km/h

amplitudes: A = 0.01…0.09 m;
period lengths: P = 0.1…5 m

10, 15, 20, 25, 30, 35, 40, 45, 50, 55, 60 km/h 

Number of tests: 30
Total number of tests: 95
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To further explain the dataset variations, an abbrevia-
tion system is used. In Table 1, each test group is assigned 
an abbreviation (e.g., TFX1VX2, HOX1VX2). The numbers 
in the superscript indicates: 1 – modification of the track 
(A, B, C, D, E, F), 2 – vehicle speeds. Different boundary 
conditions define track modification, and vehicle speeds 
are listed in Table 1. Therefore, in Tables 2–4, an abbrevia-
tion system is used in the following section.

2. Results and their analysis 

In this Section, a comparison of conventional passive sus-
pension and semi-active is provided when driving on dif-
ferent surfaces. Accuracy of developed NN-based is pre-
sented. Finally, developed VS is integrated into the math-
ematical model, and output is used for real-time control 
of a vehicle’s semi-active suspension. The effectiveness of 
the proposed solution is evaluated.

2.1. Vehicle dynamics with semi-active suspension

In this subsection effect of semi-active suspension on 
vehicle comfort is presented. Comfort can be expressed 
using the RMS value of SM acceleration in the vertical 
direction:

2

1 ,

n

i
s ia

RMS
n

==
∑

  (2)

where: as i is the numerical value of vertical acceleration at 
the sample i; n is the total number of samples.

Several road types were tested; the main results are 
presented in Table 2. It can be seen that the RMS of SM 
acceleration as decreased significantly, from 28.69 to 
40.22%. However, it is well-known that Skyhook is used 
for comfort and negatively impacts vehicle handling. From 
the same table, it can be seen that the RMS of UM accel-
eration au increases in most cases. Analysis of normal tire 
force should be performed to get more information about 
handling. However, it is not part of this investigation.

Graphically SM acceleration is presented in Figure 4; 
it can be seen that using semi-active suspension accelera-
tions is reduced. In addition, a faster oscillation setting 
time is achieved. Therefore, the passengers are exposed to 
smaller periods of overall vibration.

2.2. VS testing

After DNN training, results were tested using a testing 
dataset that contained 19 different cases. A comparison of 
some examples of actual and estimated UM velocities us-
ing VS is presented in Figure 5. It can be seen that the VS 
performs perfectly on trapezoidal road bumps and roads 
with pits; on sinusoidal roads, the difference is higher. To 
get numerical values of errors, RMSE can be calculated:

( )2
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i
ir iv v
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n

=

−

=
∑

,  (3)

where: vact i is the ith sample of actual UM velocity in the 
vertical direction; vvirt i is the ith sample of vertical velocity 
estimated by designed DNN-based VS. 

These velocities can be calculated for each wheel. 
RMSE values for the testing dataset are presented in Ta-
ble 3. Values have the same units as the measured velocity. 
The RMSE indicates the mean amount of error between 
the expected value and the actual value. Therefore, it is 
suitable for objective evaluation, and the values are easy 
to interpret (Jierula et  al. 2021). By analysing the three 
scenarios presented in Figure 5b stands out. The difference 
between the UM velocity from the actual sensor and the 
VS is high compared to the other two scenarios in Figure 5.  
Numerical values provided in Table 3 support the case that 
the sinusoidal waveform road profile and the one with a 
checkered pattern of trapezoidal road bumps produce 
the highest RMSE values. UM motion is very dynamic 
in these scenarios and the direction of velocity changes 
at high frequency. Therefore, the VS underestimates and 
overestimates the predicted output. 

VS testing results show that an average RMSE achieved 
for all 19 scenarios was 0.062 m/s (Table 3). According 
to the scenarios, the most favourable and the worst VS 
performance were TFEV25 and ChessBV40/HOCV40, 
respectively. On the other hand, in some scenarios, the 
RSME values are higher; this is related to more dynamic 
conditions and transient state behaviour of the vehicle. 
This indicates that a more expanded dataset may con-
tribute to reaching lower RMSE values. Nevertheless, the 
accumulated VS RMSE values are considered satisfac-
tory since the curves of actual and predicted by VS are 
very similar (Figure 5). Based on that, it can be stated 

Table 2. Comparison of reference passive suspension and semi-active suspension performance

Conditions

Passive 
suspension

Semi-active 
suspension SM RMS 

decrease 
[%]RMS as

[m/s2]
RMS au
[m/s2]

RMS as
[m/s2]

RMS au
[m/s2]

Trapezoidal road bumps (hill ratio i =1:19…1:24; height h = 0.07…0.09 m;  
vehicle velocity v = 40 km/h) (TFCV40) 1.078 2.435 0.717 3.621 40.22%

Sinusoidal road profile (amplitude A = 0.04…0.06 m; period length P = 2…3 m; 
vehicle velocity v = 50 km/h) (SINBV50) 1.959 10.65 1.407 9.682 32.79%

Unsymmetrical road bumps (hill ratio i = 1:25…1:35; height h = 0.06…0.08 m; 
distance between bumps K = 12 m; vehicle velocity v = 35 km/h) (ChessCV35) 0.534 1,439 0.400 2,819 28.69%
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Figure 4. A suspension performance on trapezoidal road bumps, longitudinal vehicle velocity (40 km/h)
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Figure 5. Signal repeatability with VS for specified wheel: a – trapezoidal road bumps test (25 km/h);  
b – sinusoidal road profile test (40 km/h); c – road with pits (20 km/h)
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that developed VS can be used in controlled semi-active 
suspension mathematical models and its simulations. The 
performance testing of the application in a simulation en-
vironment is presented in the next subsection.

2.3. Performance evaluation of VS

The developed VS is integrated into a vehicle mathemati-
cal model with semi-active suspension and tested in real-
time simulation. The vehicle mathematical model was de-
veloped in IPG CarMaker simulation platform, as it was 
described in Section 1. The Skyhook control strategy was 
realised in Matlab Simulink. The DNN was trained using 
MATLAB software (https://www.mathworks.com/products/
matlab.html); the trained network was exported to Sim-
ulink. The Simulink model receives input data from IPG 
CarMaker, calculates and provides a controlled force that 
can vary in a specified range, and sends it back to simula-
tion.

Real-life controllers use discrete signals from sensors; 
in this study. Therefore, 100 Hz sample frequency was se-
lected, meaning SM and UM velocities used by the con-
troller were taken every 10 ms. The NN was trained at the 
same 100 Hz frequency as well. VS performs in real-time 
because one iteration time is less than 10 ms. 

It is not enough only to compare actual UM velocity 
value with VS data to test the proposed idea. The evalua-
tion of change in comfort is required. As a comfort metric, 
the RMS value of vehicle SM accelerations in the vertical 
direction is commonly used in literature. In Table 4, the 
results of all 19 testing scenarios are provided. It can be 

seen that for six cases, the RMS of SM accelerations values 
is the same. For six tests, SM accelerations’ RMS values are 
smaller than ones achieved using UM velocity directly. For 
seven tests, RMS increased when using VS. The maximal 
error is 17.9% for the test with road pits; the second worth 
result is 7% for the same type of road. The difference may 
be decreased by adding more data for training and valida-
tion datasets with this road type. In any case, even with 
the highest error of 17.9%, the absolute RMS difference 
is 0.07 m/s2, which is less than a noticeable difference of 
0.082 m/s2, estimated for the rough road (Gräbe et  al. 
2020). It means that practically occupants will not feel the 
difference from changing the sensors. 

Since the VS has been trained on simulation data, sig-
nal noise that is common for physical systems may affect 
its performance during real-life applications. Additional 
white noise was added to input signals that VS uses. The 
level of noise was up to 10% of maximal signal amplitude; 
it was added to 6 input signals: SM accelerations in 3 di-
rections, pitch, yaw and roll. The rest signals used as input 
parameters do not contain noise in the actual system. In 
Figure 6, it can be seen how noise affects the input signal 
and the vertical velocity, which is received from VS. De-
veloped sensor wasn’t trained for this case even though it 
continues to perform stably. 

In Table 4, the RMS of SM acceleration when noise 
is added is presented; it can be seen that the max differ-
ence is 0.05 m/s2. Actual values are closer to actual sensor 
data, so it is proved that developed VS may perform with 
noisy data.

In Figure 7, SM acceleration in the vertical direction 
is presented as a function of time. Results were achieved 
using actual data from UM vertical velocity for suspen-
sion control directly and using data from VS. In Figure 
7a representation of the scenario with trapezoidal road 
bumps is shown. During this test, the vehicle was moving 
at 50  km/h. The RMS of SM vertical acceleration is the 
same using actual data and the VS. However, analysing 
Figure 7a, a small difference in signals can be seen; the cal-
culated RMSE is 0.165 m/s2. The insignificant differences 
appear due to fluctuations in the longitudinal velocities of 
the vehicle. It appears as a mathematical model containing 
the driver model.

In Figure 7b, the road with pits scenario output is de-
tailed. Differences caused by VS implementation are mini-
mal  – RMSE  = 0.126 m/s2. In this scenario, the RMSE 
value is lower than in the previous one; mostly, it is related 
to lower vehicle velocity as in a previous case. RMS values 
for both signals are the same (Table 4). In Figure 7c, the 
vehicle travels over the checkered pattern of trapezoidal 
road bumps. Contrary to the low RMS of SM difference 
between the sensors (Table 4), the calculated RMSE value 
is highest compared to the other two scenarios. The RMSE 
of 0.1986 m/s2 was reached. Such a high RMSE value is re-
lated to unsymmetrical road disturbances, and more diffi-
cult to predict the scenario for the VS. The RMS difference 
for this case was 4.4%, and the absolute value was 0.01 m/s2  
is much less than the difference threshold.

Table 3. RMSE achieved in testing scenarios for each wheel

Scenario
RMSE

FL FR RL RR Overall
TFAV50 0.037 0.037 0.048 0.048 0.042
TFBV25 0.026 0.025 0.057 0.057 0.041
TFCV30 0.028 0.028 0.062 0.062 0.045
TFDV40 0.031 0.031 0.072 0.072 0.051
TFEV25 0.016 0.016 0.038 0.038 0.027
SINAV40 0.102 0.104 0.099 0.098 0.101
SINBV40 0.071 0.073 0.089 0.089 0.081
SINCV30 0.062 0.062 0.107 0.110 0.085
SINDV25 0.020 0.020 0.044 0.045 0.032
ChessAV40 0.072 0.075 0.083 0.078 0.077
ChessBV40 0.088 0.095 0.109 0.114 0.101
ChessCV25 0.035 0.036 0.054 0.054 0.045
ChessDV50 0.068 0.064 0.083 0.089 0.076
HOAV35 0.028 0.028 0.038 0.039 0.033
HOEV50 0.057 0.055 0.084 0.085 0.070
HOBV20 0.017 0.016 0.040 0.040 0.028
HOCV40 0.105 0.106 0.093 0.100 0.101
HOFV20 0.031 0.031 0.080 0.080 0.056
HODV40 0.074 0.075 0.108 0.110 0.092

https://www.mathworks.com/products/matlab.html
https://www.mathworks.com/products/matlab.html
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Table 4. RMS values of SM accelerations

Test name
Actual sensor VS

Difference 
[%]

VS with noise
Difference  

(with noise) [%]SM vertical acceleration 
RMS [m/s2]

SM vertical acceleration 
RMS [m/s2]

SM vertical acceleration  
RMS [m/s2]

TFAV50 0.48 0.48 0.0 0.47 2.1
TFBV25 0.44 0.45 –2.3 0.44 0.0
TFCV30 0.44 0.44 0.0 0.43 2.3
TFDV40 0.72 0.70 2.8 0.68 5.6
TFEV25 0.30 0.30 0.0 0.29 3.3
SINAV40 0.44 0.46 –4.5 0.43 2.3
SINBV40 1.23 1.28 –4.1 1.27 –3.3
SINCV30 0.81 0.85 –4.9 0.82 –1.2
SINDV25 0.39 0.38 2.6 0.39 0.0
ChessAV40 0.45 0.43 4.4 0.42 6.7
ChessBV40 0.51 0.50 2.0 0.50 2.0
ChessCV25 0.24 0.24 0.0 0.24 0.0
ChessDV50 0.71 0.70 1.4 0.69 2.8
HOAV35 0.43 0.43 0.0 0.42 2.3
HOEV50 1.09 1.06 2.8 1.04 4.6
HOBV20 0.30 0.30 0.0 0.30 0.0
HOCV40 0.39 0.46 –17.9 0.41 –5.1
HOFV20 1.00 1.07 –7.0 1.06 –6.0
HODV40 1.10 1.11 –0.9 1.08 1.8

Figure 6. VS performance with noise: a – input with and without noise; b – output with and without noise
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Conclusions

Previously NN-based data-driven sensors were developed 
for road roughness estimation and for SM vertical veloc-
ity estimation on vehicles with passive suspension only. 
In this paper, the hypothesis is that changing the physical 
UM vertical velocity sensor with NN-based VS will have 
minimal effect on comfort. To test it, NN-based data-
driven VSs impact on comfort metric RMS of SM was 
analysed when used with Skyhook control algorithm and 
compared to direct measurements acquired from simula-
tion. VS were integrated and tested on a simulation plat-
form using a high-fidelity SUV model for the first time. 

The 7 layers NN-model called 1D CNN was used for 
the VS. That VS uses 14 signals as inputs and provides re-
al-valued outputs that estimate output signals. The output 
is a vector of 4 values; each corresponds to the estimated 
UM vertical velocity. These UMs correspond to FL, FR, 
RL, and RR wheels. VS runs in less than 10 ms, that is 
the period of suspension control algorithms set for used 
models. That allows real-time running of VS.

As data-driven VS requires data for training, an origi-
nal and extensive dataset covering 95 scenarios has been 
developed and divided into training, validation and testing 
parts. There are four groups of tests in datasets: (1) vari-
ous trapezoidal road bumps; (2) sinusoidal road profiles;  
(3) trapezoidal road bumps placed in a checkered pattern; 
(4) road profiles with pits. Scenarios include a variety of 
geometrical parameters and driving speeds in a range 
from 10 to 60 km/h. Safe driving cannot be ensured by 
moving faster in selected scenarios; therefore, there is no 
need to investigate higher speeds. 

Presented research proves that DNN-based data-driv-
en sensor performs well in a vehicle equipped with semi-
active suspension. As a comfort metric RMS value of SM 
acceleration was used in this research. Solution effective-
ness was tested on 19 scenarios; for the majority of the 
cases (63%), the comfort level was the same as using data 
from SM directly or even slightly better. For 37% of the 
cases, RMS values increased. However, the maximal RMS 
difference was 0.07 m/s2, while the difference threshold for 
the same vehicle driving on a rough surface is 0.08 m/s2 

Figure 7. SM vertical acceleration using actual data from UM and data from VS: a – test TFAV50;  
b – test HOBV20; c – test ChessAV40
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(such a difference will feel 50% of the occupants). It means 
that practically occupants will not feel the difference from 
changing the sensors. The results achieved in real-time 
simulation show a possibility of replacing physical sensors 
with virtual ones. Signal noise that is common for physi-
cal systems may affect their performance during real-life 
applications. The noise was added to signals that VS uses 
as input. It was found that VS output does not change sig-
nificantly, and the developed sensor may perform under 
such disturbances. In future, the development of VS for 
UM vertical velocity using experimental data recorded on 
proving grounds from the vehicle and such VS testing in 
real-time on a real vehicle is planned.
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