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Abstract. Several projects under random disturbances have to be realized in a project office within the planning hori-
zon. The office comprises a number of different divisions, each of which carries out a certain stage of a project. Each
project has its individual technological route and the chance contrraint to meet the due date on time. The problem is to
determine starting time moments for each project to be passed on each division.
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1. Introduction

It has been well-recognized in recent years that better
scheduling may result in significant increase of average
delivery performance in both projecting and manufacturing
[1-6], especially for operations of random durations [7—
16]. Practically in nearly all man-machine systems, includ-
ing project offices, most of operations are of random dura-
tion. Due to random disturbances from the environment
breakdowns of the equipment, a variety of random human
factors affecting the work of personnel, etc., those opera-
tions have a random deviation from the average speed. Due
to such random influences orders are often not manufac-
tured and not delivered to the customers on time even using
various scheduling techniques. Thus, the problem of increas-
ing the orders delivery performance becomes very essen-
tial.

Most of the existing techniques for industrial schedul-
ing is based on so-called priority rules [7-9, 17]. The ob-
jective is mostly to minimize the makespan (the schedule
time) according to the starting time of operations obtained
by using priority rules. It can be well recognized that one of
the most fruitful approaches in industrial scheduling is the
idea of pairwise comparison. The latter is usually used for
choosing jobs (orders) for a processor from the line of jobs

ready to be operated on that processor. If at a certain mo-
ment several jobs are waiting to be operated on a certain
processor, pairwise comparison between the first two com-
petitive jobs is arranged. The winner competes with the next
job in the line, etc., until only one winner is left. The latter
has to be chosen for the processor.

The idea of this section of the research is to expand this
approach to the case of several projects with random time
durations. The competition between two projects, which at
a certain moment are seeking the same division, is based on
comparing two different options:

Option A. The first project is chosen to be realized on
the division and the second project will be realized when
the first project is finished.

Option B. The second project is chosen for the division
and the first one waits until the second project will be pro-
cessed.

The idea of such comparison is to calculate for each
alternative option the project delivery performance, i.e., the
probabilities for both projects to meet their due dates on
time. The option which ensures the maximal delivery per-
formance for the couple of projects, i.e., for the project uni-
fication, has to be chosen.
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2. The problem description

A project office comprising »n simultaneously realized
projects and m divisions (laboratories, sections, departments,
proving grounds, etc.) is considered. Each project consists
of an individual chain of several stages, each of which needs
to be realized during an uninterrupted period by a pregiven
division. Each division can process at most one project at a
time. A project cannot be realized at the same time by more
than one division. Each stage of each project is carried out
under random disturbances and, thus, has random duration.
Due to the number of projects and the restricted division
capacities, there may be projects which at a certain moment
are waiting in a line ready to be realized by one and the
same division. For each project its due date to be accom-
plished and delivered to the customer is pregiven.

The initial data for the i-th project, 1<i <n,is givenin
the form of a matrix row where each /-th element,

1< ¢ < m, corresponds to the ¢ -th stage O, of that project

and comprises three values: Eié, V,, and m, . Here Ei/j is

the average value of random duration t;, ofthe project stage,

V,, is the variance of t;, and m,, 1<m,<m, is the
ordinal number of the division which has to process stage

O, . Thus, the system's initial data is given in the form of an

(an) — matrix W=|| _ti(v \ m/,", 1<i<n,

1< ¢ <m, where each project has its individual route via
the project office divisions. Note that if a project is struc-
tured from activities in the form of a network model, values

ti, and Vi, can be determined beforehand by simulating

the subnetwork which corresponds to stage O,,. An essen-

tial number of simulation runs has to be carried out in order

to obtain representative statistics to calculate tic and Vi, .
If the project is not given in the form of a network model,

values ti; and Vj, can be set by practitioners by using
various expert methods, e. g. the Delphi method.
Several other essential terms are implemented in the
model:
S, —time moment stage O, starts (a random variable
conditioned on the model's decisions);
F, — actual moment stage O, is accomplished,
F, =S, +t, (arandom variable);
S = §; —actual moment the i-th project starts (a ran-
dom variable);
F, —actual moment for the i-th project to be accom-
plished (a random variable);
E, - earliest possible time moment to start realizing

the i-th project (pregiven);
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D, —due date for the i-th project to be accomplished

(pregiven).

The problem under consideration centres on determin-
ing starting time values for each project to be passed on
each division. Those values are not calculated beforehand
and are random values conditioned on the model decision-
making in the course of the project realization. The objec-
tive is to minimize the average value of the project makespan
subject to the chance constraints.

The project management sets for each project two chance

constraints: value pD — the desired probability for the project

to be accomplished on time, and pm < E — the least per-

missible probability for the project to meet its due date on
time.

Decision-making is carried out via pairwise compari-
son by examining the project delivery performance and it is
used for choosing projects from a line.

3. Optimization problem to minimize the project
makespan
The problem is to determine starting moments for each

stage §,, 1<i<n, 1</<m,tominimize the objective

J:Ming\/‘_axlzi —M_inSE (1)
S E i i E
subject to
S12E ()

Pr{F <D} = p?, 1<i<n 3)

The problem solution is based on the combination of a
simulation model and a heuristic decision-making rule.

4. The problem solution

The basic idea of the heuristic solution is as follows.

Decision-making, i.e., determining values §,, is carried out
at moments E and E,, when either one of the division is
free for service or a certain stage O, is ready to be pro-

cessed. If stage O, is ready to be processed on the k-th

division (free for service) and there is no line for that divi-
sion, the project is passed to the division. Otherwise, the
competition is arranged based on the idea of pairwise com-
parison.

If, at a certain moment ¢, ¢ projects with ordinal num-
bers iy, ip, . iq are waiting in the line and are ready to

be passed to the k-th division to realize the corresponding
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stages O O,r,» - Oy, » wesuggestto calculate four

10 Maly?

values (see [3—4]):
1. Probability performance By = pl(t) for the first

project to be accomplished on time on condition that
the project is chosen for the division at moment ¢.

2. Probability performance Py, = P2 (t) for the sec-

ond project to be accomplished on time on condi-
tion that the project is passed to the division at mo-
ment ¢.

= ps(t) for the

second project to be accomplished on time on con-
dition that the first project is passed to the division
first, i.e. at moment ¢, and later on, at the time mo-

3. Probability performance B, i,

ment t+ 'Eilzzl , the second project will start to be pro-

cessed by the division.

P4 (t) for the

first project to be accomplished on time on condi-
tion that the second project will be chosen first, at
moment ¢, for the division, and later on, at moment

4. Probability performance P, i =

t+ Eiz ¢, , the first project will be passed to the divi-
sion.
Those four conditional probabilities are calculated as
follows

O m, O
P2 e
p(t)=e0——— 0, )
( ) O %V O
5 s={q ns 5
N
D —-t- t
C T2 g
p()=00 —=2 0, (%)
O n%Z Vv O
5 s={, s 5
0 o om,_ O
EDiz t—tiy, - Zl/ tiz”z%
t)= = : 6
ps(t)=®G = i (6)
O Z Y O
2% g
0 om0
EDil t=tiy, - ; ti15D
t)=d0 =7, 7
P (t) - E y 0 (7)
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D. Golenko-Ginzburg et al / UKIO TECHNOLOGINIS IR EKONOMINIS VYSTYMAS — 20035, Vol X1, No 4, 278-282

tZ
1 X - . .
I e 2dt isastandard normal dis-

where CD(X) = >
11

tribution and stages O, O, /41, .., Op, havenotyetbeen

operated at moment 7. An assumption is introduced that those
future stages will not wait in lines.

After calculating values Py (t) , P (t) , Ps (t) and

P4 (t) , decision-making is carried out analysing them.

If %94 <p., ®
ap >
or %pl >p 2P, ©
B2 P,
the i; -th project wins the competition.
m
In cases %m <p,. P22B,, (10)
B> P, 28,

O

or %pl>p42pil, a1

g0, 2 0,

the i, -th project is the winner. The winner competes with

the i3-th project, etc., until only one winner will be left.

The latter has to be passed to be k-th division at moment ¢
for further realization.

Decision-making rules (8—11) have to be introduced at
any essential moment, when a certain division is ready to
realize a project and if there is a line of projects (i.e., more
than one project) seeking for that division.

5. Simulation model

The suggested heuristic algorithm to solve the problem
comprises simulation models together with corresponding
decision-making rules. The simulation models:

— determine (within a routine simulation run) the sys-

tem essential moments;

— determine the lists of projects which are waiting in

lines;

— carry out decision—making to choose a project from

the line;

— pass the project to the division in case if there is only

one project seeking for that division;

— simulate the processing time ¢, of stage O, at mo-

ment ¢, when the project has been chosen for the di-
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vision; thus, the actual random moment F,, = ¢ + ¢,
to be accomplished is simulated as well;

— carry out a sample of simulation runs to obtain rep-
resentative statistics.

6. Numerical Example

In order to evaluate the performance of the algorithm
(4—11) an example has been chosen. Six simultaneously re-
alized projects have to be processed on five different divi-
sions. The initial data matrix is given in Table 1. The

projects' parameters D, , QD and plmj are presented in Table

2. For each project its delivery performance, i.¢., the prob-
ability of meeting the due date on time, has been calculated
on the basis of 500 simulation runs. The results are pre-
sented in Table 3. The following conclusions can be drawn
from the Table:

1. Anevident correlation between the projects' chance
constraints and the corresponding delivery perfor-
mance rates can be recognized. Lower plD and plmj
correspond to lower delivery performance rates, and
vice versa. This fully coincides with the general idea
of the outlined problem.

Table 1. The initial data matrix (6 projects, 5 divisions)

Pro-
jects

1 [(150,100,1) | (150,100,5) | (120,100,4)| (120,100,3) (120,150,2)
2 | (160,900,1) | (220,900,2) | (480,900,3)| (120,900,5)| (130,400,4)
3| (120,90,5) |(480,1600,2)| (110,90,1) | (130,400.3)| (120,900,4)
4 | (160,900,4) | (120,900,3) | (180,600,5)| (160,100,2)| (160,100,1)
5
6

Stage 1 Stage 2 Stage 3 Stage 4 Stage 5

(150,1000,5)| (120,400,3) | (120,900,2)| (100,100,1){ (130,500,4)
(450,1000,5)| (140,900,4) | (160,100,2)[ (160,400,3)| (120,900,1)

Table 2. The projects’ parameters

Chance Chance
Projects Due date constraint constraint

. O o
! D % b

1 1200 0.90 0.75
2 980 0.95 0.85
3 1750 0.75 0.60
4 1100 0.90 0.75
5 1900 0.85 0.70
6 1200 0.95 0.85

Table 3. Delivery performance values

Projects Delivery performance values
1 0.785

0.960

0.642

0.801

0.725

0.944

[} RO, 0 IF-N) {US [ \O)

2. The obtained delivery performance rates are reliable
enough for practical industrial problems.

7. Conclusions

The following conclusions can be drawn from the study:

1. The developed model for scheduling the projects with
operations of random duration to be processed by several
divisions has been suggested. We applied the idea of pairwise
comparison to choose the project to be operated by certain
division. The objective is to minimize the average project
makespan subject to the project chance constraints.

2. Future research has to be undertaken in order to de-
velop a multilevel project management model which, be-
sides stochastic network models, comprises other stochas-
tic and deterministic models at different hierarchical levels.
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PROJEKTU SUDARYMAS VEIKIANT ATSITIKTINIAMS TRIKDZIAMS

D. Golenko-Ginzburg, A.Baron, A. Ben-Yair and D. Greenberg

Santrauka

Straipsnyje nagrin¢jama problema, kai ivairiy atsitiktiniy trikdziy veikiama projektavimo organizacija per nustatyta laika turi
sudaryti kelis projektus. Projektavimo jmoné sudaryta i§ daugelio skyriy, kurie kuria savo projekto etapa. Kiekvienas projektas turi
individualy kiirimo eiliSkuma ir laika. Svarbiausia nustatyti laiko momentus, kada atskiros projekto dalys turi biiti pristatytos atitinkamiems
skyriams.

Raktazodziai: projektas, grafiko sudarymas, projektavimo jmoné.
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