OPTIMALITY TESTING IN STOCHASTIC AND HEURISTIC ALGORITHMS
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Abstract. In this paper we consider the application of order statistics to establish the optimality in stochastic and heuristic optimization algorithms. We suggest a method for the estimation of confidence intervals of minimum using order statistics which is implemented for optimality testing and stopping in stochastic approximation and Simulated Annealing algorithms. The efficiency of this approach is discussed using the results of application to continuous optimization and Bin-packing problem.
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1. Introduction

The stopping problem is topical in stochastic and heuristic optimization algorithms. In this paper we consider the application of order statistics to establish the optimality in stochastic and heuristic optimization algorithms and to stop the algorithm when the confidence interval of minimum becomes less than admissible value. Statistical inferences on the maximal (minimal) value of a function are described by Zilinskas and Zhigliaevsky [1], and the application of the extreme order statistics in the estimation of the location of the maximum of a regression function can be found in Chen [2].

2. Method for testing the optimality by order statistics

The optimization problem is (minimization)
\[ f(x) \rightarrow \min, \]
where \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) is a function bounded from below, \( \min_{x \in \mathbb{R}^n} f(x) = f(x^*) = \Lambda > -\infty, \quad |x^*| < \infty \). Let this problem be solved by the Markov type algorithm providing a sample
\[ H = \{ \eta_1, ..., \eta_N \}, \]
which elements are function values \( \eta_k = f(x_k) \). We suggest a method for the estimation of confidence intervals of minimum according to order statistics when the number of iterations is finite. To estimate confidence intervals for minimum \( \Lambda \) of the objective function it suffices to choose from sample \( H \) only \( k+1 \) order statistic: \( \eta(0), ..., \eta(k) \), where \( k = k(N), \quad \frac{k^2}{N} \rightarrow 0, \quad N \rightarrow +\infty \) [1]. Then the linear estimators for \( \Lambda \) can be as follows:
\[ \Lambda_{N,k} = \sum_{i=0}^{k} a_i \eta(i), \]
where \( k \) is much smaller than \( N \), \( a_0, ..., a_k \) are some coefficients satisfying the condition
\[ \sum_{i=1}^{k} a_i = 1. \]
Let us consider simple sets of coefficients proposed by Hall [3]:
\[ \Lambda^{-1} \Lambda = \Lambda \Lambda^{-1} \Lambda^{-1} \Lambda, \]

is the parameter of homogeneity of the function \( \Lambda \). The coefficients of sequence (7) were

\[ \delta_\eta \delta_{\eta} = \eta \eta_\varepsilon \delta_{\eta} \delta_{\varepsilon} \delta_{\eta} \delta_{\eta}, \]

where \( \delta = (1, \ldots, 1) \), \( \Lambda \) is the symmetric matrix which elements are as follows:

\[ \Lambda_{ij} = \left( \frac{2 + i + j}{\alpha + i + j + 1} \right) \Gamma(j + 1), \quad (j \geq i) \]

Case III

\[ a = \Lambda^{-1} \left\{ \left( b^T \Lambda^{-1} b \right)_\lambda \lambda \left( \lambda \Lambda^{-1} b \right)_b \left( b^T \Lambda^{-1} b \right)_i i \right\} \]

where \( b = (b_0, b_1, \ldots, b_k) \), \( b_i = \frac{\Gamma \left( \frac{1}{\alpha + i + 1} \right)}{\Gamma(i + 1)} \), \( \alpha \) is the

parameter of distribution of extreme values. We examine a choice of this parameter for continuous optimization

\[ \alpha = \frac{n}{\beta}, \hspace{1cm} (4) \]

\( \beta \) is the parameter of homogeneity of the function \( f(x) \) in the neighbourhood of the point of minimum:

\[ \left| f(x) - f(x^*) \right| = O\left( \|x - x^*\|^\beta \right) [1, 4]. \]

Then two-side confidence interval of the minimum of the objective function is as follows

\[ [A_{N,\varepsilon} - \varepsilon, A_{N,\varepsilon} + \varepsilon], \hspace{1cm} (5) \]

where \( \varepsilon = k^\alpha \gamma \cdot (\eta_i(\eta_i) - \eta_i(\eta_i)) \sqrt{a^T \Lambda a \cdot \sqrt{\delta}} \).

The one-side confidence interval of the minimum of the objective function is as follows:

\[ [\eta_0(\eta_i) - r_{k,\gamma} \cdot (\eta_i(\eta_i) - \eta_i(\eta_i)) \gamma(\eta_0(\eta_i))], \hspace{1cm} (6) \]

where \( r_{k,\gamma} = \left( \frac{1}{\gamma} \right)^{1 + \frac{1}{\alpha}} \left( \frac{1}{\gamma^\frac{1}{\alpha}} \right) - 1 \), \( \gamma \) is the

confidence level.

The experimental research is a way of exploring the behaviour of stochastic and heuristic algorithms [5] and, thus, we investigate the implementation of the approach developed for several algorithms by computer modeling.

3. Optimality testing in stochastic approximation

Let us consider the application of this approach to Simultaneous Perturbation Stochastic Approximation (SPSA). Assume that function \( f(x) \) satisfies Lipshitz condition, \( \partial f(x) \) is its generalized gradient, \( g(x, \xi) \) is a stochastic gradient, \( E_g(x, \xi) = \partial f(x), E\|g(x, \xi)\| < \infty [6]. \)

The smoothing is a standard way for the optimization of Lipshitz functions [6, 7]. We consider a smoothed function

\[ \tilde{f}(x, \sigma) = E\left( \frac{f(x + \sigma \xi) - f(x)}{\sigma} \right) \]

where smoothing density \( p \) is Lipshitz function as well, \( \sigma \geq 0 \) is the perturbation parameter. Functions smoothed by this operator are twice continuously differentiable [6]. The gradient of the smoothed function may be expressed as follows:

\[ \tilde{g}(x, \sigma) = E\left( \frac{f(x + \sigma \xi) - f(x)}{\sigma} \right) \]

and the stochastic gradient introduced:

\[ g(x, \sigma, \xi) = \left( f(x + \sigma \xi) - f(x) \right) \partial ln(p(\xi)). \]

Let us introduce an optimising sequence:

\[ \chi_{t+1} = x - \rho_i \chi', i = 1, 2, \ldots, \]

where \( \chi' \) is the value of the stochastic gradient at point \( \chi \), \( \rho_i \) is a scalar multiplier, \( \sigma_i \) is the value of the perturbation parameter in iteration \( i \), \( \chi^0 \) is the initial point. This sequence used in the construction of sample (2) converges a.s. to the solution of the optimization problem under convergence conditions typical for Stochastic Approximation algorithms [6].

4. Experimental results for stochastic approximation

The proposed method was tested with functions:

\[ f(x) = \sum_{j=1}^{n} a_j x_j^p + A, \]

where \( a_j \) and \( b_j \) are sets of real numbers, \( \beta = 1 \). The coefficients of sequence (7) were chosen according to the convergence conditions [6]:

\[ \rho_i = \min \left( 0.1, \frac{1}{i} \right), \hspace{1cm} \sigma_i = 0.1 \cdot \sqrt{\frac{(n+2)(n+3)}{n(n+1)}} \cdot \min \left( 1, \frac{10}{i^2} \right), \]

\( \phi = 0.75 \).

The estimate of minimum \( A \), one-side and two-side confidence intervals of minimum \( A \) of the objective function, when coefficients \( a \) in (3) are computed according to all the cases described above, are given in Tables 1 and 2.

The upper and lower bounds of the confidence interval
Table 1. Experimental results of the one-side confidence interval

<table>
<thead>
<tr>
<th>$\gamma = 0.95$</th>
<th>Estimate of $A = 0$</th>
<th>Confidence interval</th>
<th>Probability of hitting $A$ to the confidence interval</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lower bound</td>
<td>Upper bound</td>
<td></td>
</tr>
<tr>
<td>$n = 2, n = 500$</td>
<td>0.000014</td>
<td>-0.000036</td>
<td>0.0000275</td>
</tr>
<tr>
<td>$n = 4, n = 500$</td>
<td>0.000289</td>
<td>-0.000569</td>
<td>0.0005355</td>
</tr>
<tr>
<td>$n = 6, n = 500$</td>
<td>0.001027</td>
<td>-0.001879</td>
<td>0.001819</td>
</tr>
<tr>
<td>$n = 10, n = 500$</td>
<td>0.004488</td>
<td>-0.005359</td>
<td>0.0070606</td>
</tr>
</tbody>
</table>

Table 2. Experimental results of the two-side confidence interval

<table>
<thead>
<tr>
<th>$n = 2, N = 500$, $\gamma = 0.95$</th>
<th>I case</th>
<th>II case</th>
<th>III case</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimate of $A = 0$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Confidence interval:</td>
<td>lower bound</td>
<td>upper bound</td>
<td></td>
</tr>
<tr>
<td>Probability of hitting $A$ to the confidence interval</td>
<td>0.974</td>
<td>0.974</td>
<td>0.976</td>
</tr>
<tr>
<td>Confidence interval of the hitting probability:</td>
<td>lower bound</td>
<td>upper bound</td>
<td></td>
</tr>
</tbody>
</table>

of the objective function minimum value are given in Fig 1. These bounds were estimated by Monte-Carlo method with the number of trials $N = 500$, when the confidence level was $\gamma = 0.95$ and the coefficients in (3) were calculated according to Case I. From the results of Tables 1 and 2 and Fig 1 we can see that formulas (5) and (6) approximate the confidence interval of minimum value rather well and that the length of the confidence interval decreases when the number of iterations increases.

Thus, using formulas (5) and (6), we can introduce the stopping rule for the algorithm, namely, the algorithm stops when the length of the confidence interval becomes less than admissible value $\varepsilon > 0$. We can see the asymptotic behaviour of the stopping rule in Fig 2 ($\varepsilon = 0.5, 0.2, 0.1, 0.05, 0.02, 0.01, 0.005, 0.002, 0.001, 0.0005, 0.0002, 0.0001, 0.00005, 0.00002, 0.00001$).

5. Description of a simulated annealing algorithm

Let us consider the application of this approach to continuous global optimization by a simulated annealing algorithm (SA).

The procedure of SA algorithm for solving problem (1) is described as follows [8].

Step 1. Choose initial point $x^0 \in D \subset \mathbb{R}^n$, initial temperature value $T_0 > 0$, a kind of temperature-dependent generation prob-ability density function, a corresponding temperature updat-ing function, and a sequence $\{\rho_i; i \geq 0\}$ of monotonically decreasing positive numbers. Calculate $f(x^0)$. Set $i = 0$.

Step 2. Generate random vector $z^i$ by using the generation prob-ability density function. If there exists $1 \leq j \leq n$ such that $|z^i_j| < \rho_i$, where $z^i_j$ is $j$-th component of vector $z^i$, repeat Step 2. Otherwise, generate new trial point $y^i$ by adding random vector $z^i$ to current iteration point $x^i$. 

Fig 1. Confidence bounds of minimum ($A = 0$) $\gamma = 0.95, n = 2, N = 500$

Fig 2. Asymptotic behavior of the stopping rule according to Case I, $\delta = 0.95$, $n = 2, N = 500$
\[ y^i = x^i + z^i. \] (8)

If \( y^i \notin D \), repeat Step 2; otherwise, calculate \( f(y^i) \).

**Step 3.** Use the Metropolis acceptance criterion to determine the new iteration point \( x^{i+1} \) [8]. Specifically, generate random number \( \kappa \) with the uniform distribution over \((0,1)\), and then calculate probability \( P(y^i, x^i, T_i) \) of accepting trial point \( y^i \) as new iteration point \( x^{i+1} \), given \( x^i \) and \( T_i \),

\[ P(y^i, x^i, T_i) = \min\{1, \exp\{[f(x^i) - f(y^i)]/T_i]\}\. \]

If \( \kappa \leq P(y^i, x^i, T_i) \), set \( x^{i+1} = y^i \) and \( f(x^{i+1}) = f(y^i) \); otherwise, set \( x^{i+1} = x^i \) and \( f(x^{i+1}) = f(x^i) \).

**Step 4.** If the prescribed termination condition is satisfied, then stop; otherwise, update the value of the temperature by means of the temperature updating function, and then go back to Step 2.

The sequence \( \{p_i; i \geq 0\} \) of positive numbers specified in Step 1 of the above SA algorithm is used to impose a lower bound on the random vector generated at each iteration for obtaining the random trial point. This lower bound should be small enough and monotonically decreasing as the annealing proceeds. Since the temperature-dependent generation probability density function is used to generate random trial points, and since only one trial point is generated at each temperature value, SA algorithm considered is characterized by a nonhomogeneous continuous-state Markov chain. By applying the generation mechanism and the Metropolis acceptance criterion, SA algorithm produces three sequences of random variables. These sequence \( \{z^i; i \geq 0\} \) of random vectors generated by the generation probability density function, sequence \( \{y^i; i \geq 0\} \) of trial points generated by (8), and sequence \( \{x^i; i \geq 0\} \) of iteration points determined by applying the Metropolis acceptance criterion as described in Step 3. These three sequences \( \{T_i; i \geq 0\} \) of random variables are all dependent on temperature sequence determined by the temperature updating function.

The next conditions yield the global convergence property of the objective value sequence induced by SA algorithm as described above for solving problem (1) (see Theorem 1 in [8]).

For \( \omega > 0 \), \( \lambda > 0 \), and \( i > 0 \), let

\[ D_0 = \{x \in D | f(x) < f^* + \omega\}, \]

\[ W_{\omega, \lambda, i} = \{x \in D | f(x) \leq f^* + \omega + 1/\lambda^i\}. \]

Let \( \mu(.) \) denote Lebesgue measure on \( \mathbb{R}^n \), and \( \rho(\cdot, T_i) \) denote the temperature-dependent generation probability density function used to generate random vectors. Assume that, for every \( \omega > 0 \), \( \mu(D_0) > 0 \) holds and there exist constants \( \lambda > 0 \) and \( R > 0 \) such that

\[ \mu(W_{\omega, \lambda, i}) \leq R/\lambda^i, \text{ for all } i > 0. \]

Then, for any initial state \( x^0 \in D \), sequence \( \{f(x^i); i \geq 0\} \) of objective values converges in probability to the global minimum \( f^* \), if temperature sequence \( \{T_i; i \geq 0\} \) determined by the temperature updating function tends to zero, as \( i \to \infty \) and satisfies the following conditions:

\[ \sum_{i=1}^{\infty} \exp(-1/\lambda^i T_i) < \infty, \]

\[ \max_{x \in D} \rho(y-x, T_i) \leq M_1/\lambda^i, \forall i \geq N, \]

\[ \min_{x \in D} \rho(y-x, T_i) \geq M_2/i, \forall i \geq 0, \]

where \( N > 0 \) is an integer, \( M_1 > 0 \) and \( M_2 > 0 \) are constants, and \( 0 < \tau < 1 \) satisfies \( \tau + \lambda > 1 \).

These conditions indicate that under suitable conditions an appropriate choice of the temperature updating function ensures the convergence of SA algorithm to the global minimum of the objective function over the domain of interest.

The temperature updating functions are given below corresponding to different kinds of generation probability density functions to guarantee the global convergence of SA algorithm.

**Temperature updating 1.** Suppose that the assumptions described above hold. Let \( r \in \mathbb{R}^n \), with components \( r_j = \max_{x \in D} \{f^*_j - y_j\}, \ 1 \leq j \leq n \). Let \( 0 < \lambda < 1/n \), \( 0 < \rho_0 < \min_{1 \leq j \leq n} r_j \), and \( \rho_i = \rho_0/\lambda^{i-1/\lambda} \) for all \( i \geq 1 \), where \( \{\rho_i; i \geq 0\} \) is the sequence used to impose lower bounds on the random vectors generated in SA algorithm.

Let the temperature-dependent generation probability density function \( \rho(\cdot, T_i) \) be given by

\[ \rho(z, T_i) = \prod_{j=1}^{n} T_i | \pi_j (z_j^2 + T_i^2) |, \ z \in \mathbb{R}^n. \]

Then, for any initial point \( x_0 \in D \), sequence \( \{f(x^i); i \geq 0\} \) of objective values converges in probability to the global minimum \( f^* \), if temperature sequence \( \{T_i; i \geq 0\} \) determined by temperature updating function satisfies the following condition:

\[ T_i = T_0/\lambda^{1/n}, \ i = 1, 2, \ldots, \]

where \( T_0 > 0 \) is the initial temperature value.

**Temperature updating 2.** Let \( r \in \mathbb{R}^n \), with components
\[
    r_j = \max_{x_j \in D} |x_j - y_j|, \quad 1 \leq j \leq n. \quad \text{Let } m \geq 1 \text{ be an integer, } \\
    \sum_{i=1}^{m} \rho_i = 1, \quad 0 < \lambda < \min\{c, m/n\}, \quad 0 < \rho_0 < \min_{1 \leq j \leq n} r_j, \quad \text{and } \\
    \rho_i = \rho_0^{i-1} \left(1/c\right)^{m/c^i} \quad \text{for all } i \geq 1, \text{ where } \{\rho_i; i \geq 0\} \text{ is the sequence used to impose lower bounds on the random vectors generated in SA algorithm. Let the temperature-dependent generation probability density function } p(\cdot, T_i) \text{ be given by} \\
    \rho(z, T_i) = \prod_{j=1}^{m} \left| z_j \right|^{1/m} / 2 m \left| z_j \right|^{(m+1)/m}, \quad z \in \mathbb{R}^n. \\
\]

Then, for any initial state \( x^0 \in D \), sequence \( \{f(x^i); i \geq 0\} \) of objective function values converges in probability to global minimum \( f^* \) if temperature sequence \( \{T_i; i \geq 0\} \) is determined by the temperature updating function:
\[
    T_i = T_0 / i^{m/n}, \quad i = 1, 2, ..., \\
\]
where \( T_0 > 0 \) is the initial temperature value.

**Temperature updating 3.** Let \( T \in \mathbb{R}^n \), with components
\[
    r_j = \max_{x_j \in D} |x_j - y_j|, \quad 1 \leq j \leq n, \quad d > 1, \quad c > 1, \quad 0 < \lambda < c, \quad 0 < \rho_0 < \min_{1 \leq j \leq n} r_j, \quad \text{and } \rho_i = \rho_0^{i-1} \left(1/c\right)^{m/c^i} \quad \text{for all } i \geq 1, \text{ where } \{\rho_i; i \geq 0\} \text{ is the sequence used to impose lower bounds on the random vectors generated in SA algorithm. Let the temperature-dependent generation probability density function } p(\cdot, T_i) \text{ be given by} \\
    \rho(z, T_i) = \prod_{j=1}^{m} (a-1) / 2 m \left| z_j \right|^{1/m} \left(1 + e^{(\log \left| z_j \right| / T_j + e)} \right)^d, \quad z \in \mathbb{R}^n. \\
\]

Then, for any initial point \( x^0 \in D \), sequence \( \{f(x^i); i \geq 0\} \) of objective function values converges in probability to global minimum \( f^* \), if temperature sequence \( \{T_i; i \geq 0\} \) determined by the temperature updating function satisfies the following condition:
\[
    T_i = T_0 \exp(-l \cdot i^{1/dn}), \quad i = 1, 2, ..., \\
\]
where \( T_0 > 0 \) is the initial temperature value and \( l > 0 \) is a given real number.

The descriptions above indicate that a different form of the temperature updating function has to be used with respect to a different kind of the generation probability density function in order to ensure the global convergence of the corresponding SA algorithm. Furthermore, the flatter tail of the generation probability function implies the faster decrement of the temperature sequence determined by the temperature updating function.

**6. Experimental results for simulated annealing**

Experimental research is a way to explore the behaviour of stochastic and heuristic algorithms (Pardalos (2000)). The proposed method was tested with Beale functions:
\[
f(x_1, x_2) = (1.5 - x_1 + x_1 \cdot x_2)^2 + (2.25 - x_1 + x_1 \cdot x_2)^2 + \\
+ (2.625 - x_1 + x_1 \cdot x_2)^2, \\
\]
where the search domain is:
\[
    D = \{-4.5 \leq x_1 \leq 4.5, -4.5 \leq x_2 \leq 4.5\}, \\
\]
and global minimum point is: \((x_1, x_2)^* = (3, 0.5)\) and minimum function value is \( f((x_1, x_2)^*) = 0 \).

The extreme value distribution parameter \( a \) was chosen according to the homogeneity rule (4). From Figs 3 and 4 we can see the estimate of minimum \( A \), confidence bounds of this minimum value, the hitting probability to the confidence interval of minimum \( A \) and its confidence bounds.

The results presented in these pictures have been obtained using temperature updating 3. Similar results were obtained for temperature updating 1 and 2.

**7. Experimental results for Bin-packing**

Modification of the Simulated Annealing method described above was applied to Bin-packing problem.

The objective function was as follows:
\[
f(x) = \\
\]
where \( y_1, y_2, ..., y_n \) are real positive numbers,
\( x = (x_1, x_2, ..., x_n) \), \( x_i \in \{-1; 1\} \). Thus, set \( D \) consists of vertices of the \( n \)-dimensional cube.
The optimality testing approach was explored by Monte-Carlo method. The objective function was minimized by SA method, where the numbers \( y_i \) were randomly generated with uniform distribution \( U(0,1) \) in each trial. Since in the latter case the value of \( f(x) \) is asymptotically Gaussian, the extreme value distribution parameter \( \alpha \) is equal to 1.

In Figs 5 and 6 we can see the estimate of minimum \( A \), confidence bounds of this minimum value, the hitting probability to the confidence interval of minimum \( A \) and its confidence bounds as well. The results presented in these pictures have been obtained using temperature updating 1.

For comparison the real minimum value was established by the full selection of vertices \( D \).

8. Conclusions

The linear estimator for the minimum value of function is proposed using the theory of order statistics and is studied in an experimental way. The estimators proposed are simple and depend only on the parameter of the extreme value distribution \( \alpha \). Parameter \( \alpha \) is easily estimated using the parameter of homogeneity of the objective function or in a statistical way. Theoretical considerations and computer examples have shown that the confidence interval of the function minimum can be estimated with admissible accuracy when the number of iterations is increased. The stopping rule using the minimum confidence interval has been proposed and implemented in the Stochastic Approximation and Simulated Annealing.
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