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Abstract. As one of the important components of global land ecosystem, rangeland ecosystem has 
important value of ecosystem services. With the degeneration of rangeland in recent years, sustain-
ability within rangeland ecosystem has become an increasingly important issue. The aim of this 
paper is to develop a novel dynamic decision-making approach based on hesitant fuzzy information 
to evaluate rangeland sustainability that considers ecological, social and economic aspects. Firstly, 
a modified satisfaction degree of alternative is presented, based on which a mathematical model 
for determining the stage weights is constructed. Secondly, the compromise ratio method (CRM), 
whose basic principle is that the optimal alternative should have the nearest distance from positive 
ideal solution and the longest distance from negative ideal solution simultaneously, is extended to 
accommodate hesitant fuzzy environment, and then adopted to tackle the dynamic decision-making 
with hesitant fuzzy information. Compared with the existing methods, the proposed method can 
eliminate the impact of attribute magnitude and dimension. Lastly, a numerical example on the 
evaluation of rangelands is provided to illustrate the practicality and superiority of the proposed 
method.

Keywords: hesitant fuzzy set, dynamic decision-making, compromise ratio method, satisfaction 
degree, rangeland sustainability evaluation.
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Introduction

Rangeland, which is one of the most important ecological barriers, plays an important part in 
human existence and social development. Many semi-arid parts of the world, where precipi-
tation is sufficient to support growth of forage but insufficient to regularly produce cultivated 
crops, are occupied by rangelands (Gross, Mcallister, Abel, Stafford Smith, & Maru, 2006). As 
the basis of the socio-economic development, rangeland ecosystem, whose quality is interre-
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lated with human residents’ production and life, has caused wide public concern. As Pointed 
by Laflamme (2011), Natural environments around the world shape their human inhabitants, 
whose land management practices in turn shape their natural environments. Rangelands are 
regarded as having high conservation value and can provide a variety of ecosystem services 
in addition to social benefits (Farley, Walsh, & Levine, 2017). As the most extensive kind of 
land cover, rangelands support tens of millions of people (Papanastasis, 2009). However, they 
are affected by many factors such as thin soils, aridity, low productivity per unit area and so 
on (Reeves & Baggett, 2014). With the degradation of rangeland becoming an increasingly 
serious problem, people have paid attention to the sustainable development of rangelands 
(Campbell, Rodríguze, Ortiz, & Gallegos, 2013; Abolhassani, Oesten, Rajmis, & Azadi, 2013). 
Sustainability means that the needs of the present generation should be respected without 
impairing the future ones to meet current needs (Peano, Migliorini, & Sottile, 2014; World 
Commission on Environment and Development, 1987). With the deepening research on 
the sustainable development of rangeland, the quantitative evaluation of rangelands has be-
come a hotspot in the field of sustainable development research (Azadi, Shahvali, Berg, & 
Faghih, 2007; Zendehedl, Rademaker, Baets, & Huylenbroeck, 2010; Jakoby, Quaas, Mül-
ler, Baumgärtner, & Frank, 2014). To support decisions on rangeland policy, the close links 
between economic, ecological and social processes must be addressed (Gross et al., 2006; 
Zendehedl, Rademaker, Baets, & Huylenbroeck, 2009). Sustainability of rangeland ecosystem 
is influenced by comprehensive factors, such as global climate change, human production 
activities and the size of livestock (Campbell et al., 2013; Silva et al., 2017). Therefore, how to 
make effective evaluation for the rangelands seems to be an important and challenging task.

Usually, it is difficult to unify people’s opinions when making evaluations. People often 
hesitate among several values to express their opinions and cannot reach an agreement. To 
tackle this situation, Torra (2010) proposed the concept of hesitant fuzzy set (HFS), which 
provides a new perspective for the study of decision theory (Rodríguez et al., 2016). As an 
extension of fuzzy set (Zadeh, 1965), HFS enables people to express their preference with 
several possible values between [0, 1]. It is a flexible tool for decision-makers to express 
their hesitancy and has been applied to many areas since its appearance, such as decision 
making (Zhang, 2013; Alcantud, de Andrés Calle, & Torrecillas, 2016; Wei, Alsaadi, Hayat, 
& Alsaedi, 2016; Onar, Büyüközkan, Öztayşi, & Kahraman, 2016), pattern recognition (Sun, 
Guan, Yi, & Zhou, 2017), clustering analysis (Chen, Xu, & Xia, 2013) and so on. Xia and Xu 
(2011) proposed the concept of hesitant fuzzy element (HFE), which is taken as the basic 
unit of HFS, and presented a series of aggregation operators, such as hesitant fuzzy weighting 
averaging (HFWA) operator, hesitant fuzzy weighted geometric (HFWG) operator, hesitant 
fuzzy hybrid averaging (HFHA) operator and so on. Wei (2012) proposed the hesitant fuzzy 
prioritized weighted aggregation operators and applied them to decision-making. Yu (2014) 
investigated the aggregation operators for multiplicative hesitant fuzzy information. Based 
on the traditional distance measures, such as Hamming distance, Euclidean distance and 
Hausdorff distance, a series of hesitant fuzzy distance measures were presented (Xu & Xia, 
2011). Farhadinia (2013) discussed the relationship between distance measure, similarity 
measure and entropy of HFSs. Novel information measures for hesitant fuzzy sets, such as 
distance measures (Hu, Zhang, Chen, & Liu, 2016; Peng, Wang, & Wu, 2016; Liu, Wang, & 
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Hetzler, 2017) and correlation coefficients (Meng & Chen, 2015), have been proposed with-
out adding any values into the shorter HFE. Zhu (2014) extended HFS to probability-hesitant 
fuzzy sets (P-HFSs). Furthermore, some traditional decision-making methods are extended 
to accommodate hesitant fuzzy environment (J. Q. Wang, D. D. Wang, Zhang, & Chen, 2014; 
X. D. Liu, Zhu, Zhang, Hao, & G. D. Liu, 2015). It is thus clear that HFS is an effective tool 
in aiding multiple attribute decision-making, the study of which is of great significance both 
in theory and application. 

In fact, the current and past performance of alternatives needs to be taken into account 
in some complex decision-making problems. That is to say, the decision information is col-
lected from different stages. We call such decision problem as dynamic decision-making or 
multiple stage decision-making. The dynamic decision-making is very common in everyday 
life, such as medical diagnosis, ecosystem efficiency dynamic evaluation, personnel dynamic 
examination and so on. However, among the studies above, the works related to dynamic 
decision-making with hesitant information are not as many as others. Only a few researchers 
have begun to explore this issue. Peng and Wang (2014) and Liao, Z. S. Xu and J. P. Xu (2014) 
proposed the dynamic hesitant fuzzy weighted averaging (DHFWA) operators to deal with 
the decision-making problem with hesitant fuzzy information. As we know, to determine the 
stage weights is the crux of the problem in dynamic decision-making. Peng and Wang (2014) 
adopted the linguistic quantifier to obtain the stage weights. However, this method neglects 
the observations at different stages or treats them as the same. Actually, as times goes by, the 
decision information will be updated and the fresh information is preferred. Hence, the latest 
data should be given more weight. Based on this principle and the average age of the data 
(Yager, 2008), Liao et al. (2014) presented a novel method to determine the stage weights. 
Compared with the existing methods (Nasibova & Nasibov, 2010; Fullér & Majlender, 2000; 
Filev & Yager, 1995), Liao et al. (2014) have considered the variety of adjacent stages and 
thus more objective stage weights can be obtained. Through the analysis it can be found 
that problems existing in the dynamic decision-making with hesitant fuzzy information are 
in the following: (1) Although the variety of adjacent stages is taken into account, the tech-
nique for determining the stage weights requires strict hypothesis (Liao et al., 2014). (2) The 
HFWA and DHFWA operator are adopted to aggregate the attribute values (Peng & Wang, 
2014; Liao et al., 2014), and then the ranking of alternatives can be obtained. However, they 
ignore a fact that there is a difference between the cost and benefit attribute. Direct aggrega-
tion of the attribute values without considering the difference will lead to an unreasonable 
result. Moreover, the dimension of the obtained HFE will increase in the process of calcula-
tion, which may increase the calculation quantity in great range. In order to overcome the 
drawbacks mentioned above, a novel dynamic decision-making method with hesitant fuzzy 
information is presented and then applied to the evaluation of rangelands. 

The remainder of this paper is organized as follows. Section 1 introduces some basic 
concepts related to HFSs. Section 2 puts forward a modified satisfaction degree of alterna-
tive, based on which a method for determining the stage weights is proposed, and then an 
approach to hesitant fuzzy dynamic decision-making based on CRM is presented. In Sec-
tion 3, a numerical example on the evaluation of rangelands is provided to demonstrate the 
effectiveness and advantage of the proposed method. The last section ends the paper with 
some conclusions.
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1. Preliminaries

In this section, we review some basic concepts related to hesitant fuzzy set and the prelimi-
naries used throughout the paper are introduced. 
Definition 1 (Torra, 2010). Let X be a reference set, a hesitant fuzzy set on X is defined in 
terms of a function that when applied to X returns a subset of [0, 1].

To be understood easily, the following mathematical symbol is adopted to express hesitant 
fuzzy set (Xia & Xu, 2011):

 
{ }, ( )EE x h x x X= ∈ ,  (1)

where ( )Eh x is a set of several values in [0,1], denoting the possible membership degrees of 
x X∈ to the set E. For convenience, Xia and Xu (2011) called ( )Eh h x= a hesitant fuzzy ele-
ment (HFE).

Furthermore, some new operations of HFEs are defined as below (Xia & Xu, 2011).
Definition 2. Let 1 2, ,h h h  be three HFEs, then 
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In order to compare the HFEs, Xia and Xu (2011) gave the following comparison laws.

Definition 3. Let h be a HFE. Then 

 
( )=

1
h

s h
l γ∈

γ∑   (2)

is called the score function of h, where l represents the number of the values in h. For any 
two HFEs h1 and h2, if 1 2( ) ( )s h s h> , then 1 2h h> ; if 1 2( ) ( )s h s h= , then h1 = h2.

Accordingly, the mean of HFS E can be obtained.

Definition 4 (Liao, Xu, & Zeng, 2015). Assume that X is a reference set. Let
{ }, ( ) , 1,2, ,Ej j jE x h x x X j n= ∈ =  be a HFS on X. The mean of HFS E is defined as follows:
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where lj represents the number of the values in ( )E jh x .
In order to aggregate hesitant fuzzy information, Torra and Narukawa (2009) put forward 

the aggregation principle of HFEs as follows.

Definition 5. Let { }, 1,2, ,iE i nh= =  be a HFS with n HFEs, Q be a function on E,
: 0,1 0,1N

Q →       , then

 { } ( ){ }
1 2 nE h h hγ∈ × × ×Q = Q γ



 .  (4)

Based on the operations and aggregation principle of HFEs, Xia and Xu (2011) proposed 
the hesitant fuzzy weighting averaging (HFWA) operator for decision-making.
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Definition 6. Let ( 1,2, , )j j nh =  be a collection of HFEs. A HFWA operator is a mapping 
nH H→ such that 

 1
1 2( , , , ) ( )

n

w j
j

n jHFWA wh h h h
=

= ⊕ ( )1 1 2 2, ,
1

{1 }1 j
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 ,  (5)

where ( )1 2, , , T
nw w w w=  is the weighting vector of ( 1,2, , )j j nh =  with [0,1]jw ∈ and 

1
1

n

jj
w

=
=∑ .

In order to deal with time-based hesitant fuzzy arguments, Liao et al. (2014) and Peng 
and Wang (2014) proposed the dynamic aggregation operator for aggregating hesitant fuzzy 
information.

Definition 7. Let t be the variable of time, then

 ( ) ( ){ }( )( )= t h th t tγ ∈ γ   (6)

is called a hesitant fuzzy variable, where ( ) 0,1tγ ∈    . 

Definition 8. Let ( )( ) 1,2, ,kth k p=  be a collection of hesitant fuzzy variables collected at 
p different stages ( )1,2, ,kt k p=  . A dynamic hesitant fuzzy weighted averaging (DHFWA) 
operator is a mapping nH H→ such that 
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where ( ) ( ) ( )( )1 2, , ,
T

pt t tω = ω ω ω is the weighting vector of stages ( )1,2, ,kt k p=   with 
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1
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In what follows, Yager (2008) introduced a new definition denoted by AGE to measure 
the average age of the data,

Definition 9. Let tp be the current time, then the age of the piece of data xk is ( )kAGE t p k= −  . 
Thus, the average age of the data can be obtained as follows:
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Based on the well-known Hamming distance, Liu et al. (2017) proposed a novel hesitant 
fuzzy distance measure without adding any values into the shorter HFE. 

Definition 10. Let h1 and h2 be two HFEs. Then a hesitant Hamming distance between two 
HFEs h1 and h2 can be defined as follows: 

 
1 2

2 2 1 1
1 1 2 2

1 2 1 2 2 1( , )
1 min min
2 l lhh h h

h h

d h h
γ ∈ γ ∈

γ ∈ γ ∈

=
 
 γ − γ + γ − γ  
 

∏ ∏ .  (9)

According to Eq. (8), the distance between two HFEs can be calculated directly without 
arranging the values of all HFEs in increasing order and adding values into the shorter HFE. 
Therefore, it is more suitable to solve the hesitant fuzzy decision-making problem by using 
the distance measure above.
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2. Dynamic decision-making under hesitant fuzzy environment

In dynamic decision-making problem, it is sometimes not feasible to aggregate the attribute 
values directly in that there are different types of decision-making attributes. For instance, 
the benefit attribute and cost attribute, whose physical dimensions are different, cannot be 
aggregated directly. Hence, it is necessary to do the non-dimensional treatment of data for 
decision-making. To eliminate the impact of different measurements and physical dimen-
sions on the decision results, a novel approach based on CRM and satisfaction degree of 
alternative is presented to tackle the hesitant fuzzy dynamic decision-making problem with 
stage weight information unknown.

2.1. Problem description

Dynamic multiple attribute decision-making (also called multi-stage multiple attribute deci-
sion-making) plays an important part in real-life situations, where the input arguments are 
collected at different stages. This paper focuses on a hesitant fuzzy dynamic multiple attribute 
decision-making problem with stage weights unknown. 

For a dynamic decision-making problem with hesitant fuzzy information, let { }1 2, , , mY Y Y  
be the set of alternatives, { }1 2, , , nC C C be the set of attributes, and ( 1,2, , )kt k p=   be 
p different stages, whose weighting vector is ( ) ( ) ( )( )1 2, , ,

T
pt t tω = ω ω ω

 
, such that 

( ) [0,1]kt ∈ω  and ( )
1

1
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kk
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=
ω =∑ . Furthermore, assume that ( 1,2, , )jw j n=  is the weight of 
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1
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jj
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×

= = = =   is the decision matrix with hesitant 
fuzzy information at the thk stage, where ( )ij kh t denotes the HFE of the alternative Yi with 
respect to the attribute Cj at the stage tk.

Based on above all, the hesitant fuzzy dynamic decision-making problem can be ex-
pressed in dynamic decision-making matrices as below.
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2.2. Method for determining the stage weighting vector

2.2.1. A novel satisfaction degree of alternative

In most cases, the decision-makers with different professional backgrounds cannot reach a 
consensus of opinion. For example, opinions are divided when evaluating an alternative with 
respect to an attribute. Then the decision-makers’ rating information can be expressed in the 
form of hesitant fuzzy set. Before presenting the main results, we first give the definition of 
satisfaction degree. 

Definition 11 (Liao & Xu, 2014). A satisfaction degree of the given alternative Yi over the 
attribute ( 1,2, , )jC j n=   with the weight ( 1,2, , )jw j n=  is defined as follows:
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where the parameter 0,1q∈    is provided in advance by the decision-maker and ( )ijs h
denotes the score function of HFE hij.

However, when 1 2q = , the satisfaction degree ( )iYΨ is reduced to the weighted score 
function ( )1

n
j ijj

w s h
=∑ , and much information will be lost. Moreover, the satisfaction degree

( )iYΨ , which is calculated based on the score function of HFE, cannot remove the impact 
of attribute magnitude and dimension. In multiple attribute decision making problem, there 
are different types of decision attributes, such as the benefit attribute and cost attribute. Since 
the physical dimensions or measurements of different quantitative attributes are different, 
direct calculation and comparison of decision data are not reasonable. In order to make the 
comprehensive evaluation value of each alternative comparable, the attribute values must be 
converted into a compatible scale. In view of these facts, we put forward a novel satisfaction 
degree for the given alternative Yi as below.

Definition 12. A novel satisfaction degree of the given alternative Yi over the attribute
( 1,2, , )jC j n=  with the weight ( 1,2, , )jw j n=  is defined as follows:
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where ( )ijs h and ( )ijv h denote the score function and variance function of HFE hij, respec-
tively. The variance ( )ijv h can be calculated according to the following formula:
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where lij denotes the number of values in hij. Especially, when ( )1 1,2, ,jw n j n= =  , ( )iYΨ  
is reduced to the average satisfaction degree of alternative Yi as follows:
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The variance ( )ijv h can reflect the level of disagreement among the decision-makers. 
Intuitively, the smaller the variance ( )ijv h is, the higher the satisfaction degree is; while the 
larger the score ( )ijs h is, the higher the satisfaction degree is. Furthermore, 
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where ( )w iYf denotes the coefficient of variation of alternative Yi. Especially, when n = 1, 
( )w iYf is reduced to the coefficient of variation of the HFE hij. That is to say, 

 
( ) ( ) ( ) ( )( ) ( )21= , 1

ij
w i ij ij ij ijhij

Y v h s h s h s h n
l γ∈

f = γ − =∑ .  (16)

As a statistical measure, Coefficient of variation (CV) can be utilized to remove the im-
pact of attribute magnitude and dimension (Li, Chen, & Duan, 2010; Liu, 2016). As a dimen-
sionless number, the CV can quantify the degree of variability relative to the mean and it is 
an effective tool when making comparisons between data sets with different units. Compared 
with the method (Liao & Xu, 2014), the satisfaction degree proposed in this paper can be 
directly calculated without providing the numeric value of the parameter q in advance, and 
what’s more, it can eliminate the impact of different physical dimensions on the final deci-
sion.

2.2.2. A novel method to determine the stage weights

In the process of dynamic multiple attribute decision-making, the key issue is to determine 
the stage weighting vector (Liao et al., 2014). After the stage weights are obtained, we can eas-
ily aggregate the dynamic decision-making information and rank the alternatives. Undoubt-
edly, the observations in adjacent periods should not change significantly in the dynamic 
decision-making problem. On the other hand, more attention should be paid to the latest 
data samples. For these reasons, Liao et al. (2014) proposed a novel approach based on the 
average age of the data to determine the stage weighting vector, which is called the minimum 
average deviation (MAD) method. 
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where ( )( ) ( )( ) ( )( )( )1= 2,3, ,k k ks h t s h t s h t k p−∆ − =  , denoting the difference and deviation 
between adjacent stages, and ( )( )ks h t is the score function of HFE ( )kh t , which is calculated 
by Eq. (2). For ( )( ) ( )( )1 21, =k s h t s h t= ∆ ∆ . The theoretical base for Eq. (17) is to minimize 
the average deviation of the observations in adjacent stages and the average age of the data.

To solve the mathematical model above, a Lagrange function is constructed as follows:
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To obtain the stage weights ( )( 1,2, , )kt k pω =  and l, we differentiate Eq. (18) with re-
spect to ( )( 1,2, , )kt k pω =  and l, and set the partial derivations equal to 0.
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Then the stage weights ( )( 1,2, , )kt k pω =  and l can be derived by solving the following 
simultaneous equations:
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  (20)

Obviously, the parameter l is shown in implicit function, which makes analytical solution 
of the stage weights ( )( 1,2, , )kt k pω =  and l very hard. Furthermore, Eq. (17) is true under 
the condition that ( )( ) ( )( )1 2=s h t s h t∆ ∆ , which is not in accordance with the fact. Finally, 
using the score function ( )( )ks h t∆ to measure the deviation between adjacent stages can-
not eliminate the impact of attribute magnitude and dimension. In order to overcome these 
shortcomings, we propose an improved approach to determine the stage weights. 

As the data is updated over time, new readings can be obtained continually in the dy-
namic decision-making problem. Therefore, the observations at different stages should not be 
treated as the same, and more weights should be assigned to the latest data (Liao et al., 2014), 
which indicates that we have a preference for the fresh data. Besides, the same alternatives 
at different stages are investigated, and thus there may exist autocorrelations between the 
observations at different stages. It is noted that the observations in adjacent periods should 
not change significantly. Then we take the minimum deviation of the observations at different 
stages and the AGE  of the data as the objective function to construct a mathematical model. 
Based on the proposed satisfaction degree and the average age of the data (Yager, 2008), we 
present a novel approach to determine the stage weights as follows.
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where ( )( )i kY tΨ denotes the novel satisfaction degree of alternative Yi at the stage tk.
To solve the mathematical model above, a Lagrange function is constructed as follows:
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To obtain the stage weights ( )( 1,2, , )kt k pω =  and l, we differentiate Eq. (22) with re-
spect to ( )( 1,2, , )kt k pω =  and l, and set the partial derivations equal to 0.
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Then the stage weights ( )( 1,2, , )kt k pω =  can be derived:
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By normalizing the stage weights ( )( 1,2, , )kt k pω =  , we obtain
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It is obvious that the theoretical base for Eq. (21) is basically the same as that for Eq. (17). 
However, the presented algorithm has three advantages over Liao et al.’s method: (1) Compar-
ing Eq. (20) with (25), it can easily be seen that the stage weights can be directly calculated 
by solving Eq. (25), while solving Eq. (20) is more difficult. (2) The proposed approach, 
which is based on the novel satisfaction degree of alternative, can eliminate influence of 
dimension. In multiple attribute decision-making problems, direct aggregation of attribute 
values is sometimes impracticable in that there are different types of decision making attri-
butes, such as the cost attribute and benefit attribute. The physical dimensions of different 
decision making attributes are different. Therefore, it is necessary to normalize the attribute 
values, the aim of which is to eliminate the influence of different physical dimensions on 
the final decision. This paper proposes a novel satisfaction degree of alternative based on 
coefficient of variation to determine the stage weights. Coefficient of variation, which is a 
statistical measure, can be utilized to remove the impact of different attribute dimensions and 
magnitude. (3) The method to determine the stage weights proposed by Liao et al. (2014) 
depends on the evaluation values at adjacent stages and ( )( ) ( )( )1 2=s h t s h t∆ ∆ is taken as a 
prerequisite for algorithm implementation. Moreover, the same alternatives at different stages 
are investigated, and thus there may exist autocorrelations between the observations at differ-
ent stages. However, in Liao et al.’s method, these autocorrelations are not seen between the 
observations at different stages, but only exist between the observations in adjacent stages, 
which results in that when using the model proposed by Liao et al. to determine the stage 
weights, ( )( ) ( )( )1 2=s h t s h t∆ ∆ is taken as premise of the model. In other words, the model 
will fail without the prerequisite. While in this paper, based on the evaluation values at dif-
ferent stages, the effectiveness of the proposed algorithm does not depend on the condition 
mentioned above and the autocorrelations between the observations at different stages can 
be reflected in the proposed method. 
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2.3. CRM under hesitant fuzzy environment

CRM introduces a ranking index that can be used to reflect some balance between the short-
est distance from the positive ideal solution and the longest distance from the negative ideal 
solution (Li, 2007). It is a very useful tool for ranking alternatives and can overcome the 
defects caused by TOPSIS method. Moreover, the CRM considers the difference between the 
cost attribute and benefit attribute, and can remove influence of dimension. In this section, 
we extend the CRM to accommodate the hesitant fuzzy environment. The hesitant fuzzy 
CRM is then adopted to solve the dynamic decision-making problem. 

Generally, attributes can be classified into two types, namely, the benefit attribute and 
cost attribute. That is to say, the set of attributes { }1 2, , , nC C C C=  can be partitioned into 
two disjoint subsets: C1 and C2, where C1 denotes the subset of benefit attributes and 2C
denotes the subset of cost attributes. Moreover, 1 2C C C=  and 1 2=C C f , where f is an 
empty set. The alternative ( 1,2, , )iY i m=  and attribute ( 1,2, , )jC j n=  can be denoted by the 
vectors of HFS ( )1 2, , ,i i i inY h h h=  and ( )1 2, , ,

T
j j j njC h h h=  respectively, where

( 1,2, , , 1,2, , )ijh i m j n= =   represents the attribute value of the ith alternative Yi under the 
jth attribute. In the following, the hesitant fuzzy positive ideal solution and negative ideal 
solution are defined.

Definition 13. Let ( )( )1 2, , , 1,2, ,i i i inY h h h i m= =  be an alternative, where hij denotes a 
HFE, then the vectors of hesitant fuzzy positive ideal solution iY + and negative ideal solution

iY − can be defined as below, respectively:

 1 2( , , , )ni h h hY + + ++ =    (26)
and 

 1 2( , , , )ni h h hY − − −− =  ,  (27)

where 
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Then, difference between each alternative ( 1,2, , )iY i m=  and the positive ideal solution
iY + can be calculated by using Eq. (9):
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where
ijhl and 

jhl + denote the number of values in hij and jh+ , respectively. The smaller the 
distance ( , )w id Y Y + is, the better the alternative Yi is. An alternative iY ∗ satisfying 

 
{ }

1
( , ) ( , )minw i w ii m

d dY Y YY ∗ + +
≤ ≤

=   (31)

is closest to the positive ideal solution. However, such an alternative may not guarantee to 
have the farthest distance from the negative ideal solution.
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Similarly, difference between each alternative ( 1,2, , )iY i m=  and the negative ideal solu-
tion iY − can be calculated by using Eq. (9):
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where 
ijhl and 

jhl − denote the number of values in hij and jh− , respectively. The larger the 
distance ( , )w id Y Y − is, the better the alternative Yi is. An alternative iY  satisfying 
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1
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d dY Y YY − −
≤ ≤

=   (33)

is farthest from the negative ideal solution. However, such an alternative may not imply that 
it has the nearest distance from the positive ideal solution. We hope that i iY Y∗ =  , but it may 
not occur. 

Let
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Then, a compromise ration for each alternative ( 1,2, , )iY i m=  is defined as below:
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where the parameter 0,1x ∈    represents the compromise coefficient. When x = 1, the al-
ternatives can be ranked by the distance ( )( , ) 1,2, ,w id Y Y i m+ =  . At this point, the distance 
between alternative and positive ideal solution is given more importance. When x = 0, the 
alternatives can be ranked by the distance ( )( , ) 1,2, ,w id Y Y i m− =  . Here, the distance between 
alternative and negative ideal solution is given more importance. The distances ( , )w id Y Y +  
and ( , )w id Y Y − are given equal importance when 1 2x = . Therefore, x can be thought of as 
a compromise coefficient, and the index ( )iYξ can be utilized as a yardstick to measure the 
extent of compromise that alternative Yi is proximate to the positive ideal solution iY + and 
keeps away from the negative ideal solution iY − . The larger the index ( )iYξ is, the better the 
alternative Yi is.

Accordingly, the total compromise ration for each alternative Yi from p different stages 
can be obtained as follows:

 
( )( )

1

( )=
p

i k i k
k

E Y Y tω
=

ω ⋅ξ∑ ,  (35)

where ( 1,2, , )k k pω =  is the dynamic weight at the kth stage and ( )( )i kY tξ denotes the 
compromise ration for alternative Yi at the kth stage. Therefore, the greater the total com-
promise ration ( )iE Yω is, the better the comprehensive performance of the alternative Yi is. 
The optimal alternative can be selected according to the total compromise ration ( )iE Yω .
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2.4. An approach to dynamic decision-making with hesitant fuzzy information 

Based on the above analysis, a dynamic decision-making method with hesitant fuzzy infor-
mation is summarized as below: 
Step 1. In a dynamic decision-making problem with hesitant fuzzy information, the decision-
makers evaluate the alternatives ( 1,2, , )iY i m=   with respect to each attribute ( 1,2, , )jC j n= 

at the kth stage, and the evaluation values are expressed in the form of HFEs. Thus, the hesi-
tant fuzzy dynamic decision matrices ( ) ( )( )ij m nk kD ht t ×= at different stages, which are defined 
as shown in Eq. (10), can be constructed.
Step 2. Calculate the stage weights ( )( 1,2, , )kt k pω =   according to Eq. (25).
Step 3. Identify the vectors of hesitant fuzzy positive ideal solution iY + and negative ideal 
solution iY − by Eq. (26) and (27), respectively, and calculate the compromise ration for each 
alternative ( 1,2, , )iY i m=   using Eq. (34).
Step 4. Calculate the total compromise ration for each alternative Yi at different stages by Eq. 
(35), and the alternatives can be ranked.

3. Numerical example and comparative analysis

Liao et al. (2014) presented a numerical example on the selection of suitable plan for range-
land area, which is adapted from Zendehedl et al. (2009). For the sake of comparison, the 
example in Liao et al.’ study is adopted to demonstrate the effectiveness and superiority of 
the proposed method.

3.1. An illustrative example

As a complex ecosystem, the rangeland provides a lot of ecological economic and social ser-
vices, including wildlife diversity, animal husbandry, recreational facilities, climate regulation, 
water supply, food, erosion control, ethical and social services and so on. Then, the range-
land has attracted a large amount of attention from social groups. The main social groups 
involved are as follows: citizens, environmental managers, ranchers, NGOs, range managers, 
watershed managers and nomad management departments (Zendehedl, Rademaker, Baets, 
& Huylenbroeck, 2008). Different social groups show different concerns over the rangelands. 
For example, the rangers aim at increasing animal grazing rate to improve the profitability, 
while the environmental agencies and local citizens would like to minimize the activities of 
ranchers for maintaining biodiversity. To establish a policy for sustainable development, four 
plans have been instituted as follows:

Y1 (Livestock control): Reduce the livestock by 40% in the area and introduce new legisla-
tion to facilitate grazing license transaction;
Y2 (Rangeland rehabilitation): Introduce hand planting, seedling and a grazing system 
(no change in the number of animals);
Y3 (Watershed management): Harvest water through contour furrow, gabion and biome-
chanical treatment, and reduce the livestock by 20% in the area;
Y4 (Environmental preservation): Change the area into a National Park without any 
ranchers, and implement a number of plans for ecotourism and wildlife diversity.
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Suppose the social groups mentioned above have failed to reach agreement over the plans. 
To choose a suitable policy for ensuring that those services can be available for generations 
to come, the government resolved to test each plan for three years in four rangelands under 
the similar condition, and then select the optimal one to carry out in the near future. Every 
year, the four rangelands ( )1,2,3,4iY i = are evaluated with respect to three different attributes

( )1,2,3jC j = . A set of rules, which are shown in Table 1, were used to help assess the four 
rangelands. C3 is a cost attribute and the rest are benefit attributes. The weighting vector of 
the attributes is ( )0.3, 0.3, 0.4

T
w = .

Table 1. The rules of different attributes

Atributes Rules

Ecological attribute C1 Climate regulation Soil conservation Species diversity
Social attribute C2 Cultural attributes Social education Recreation
Economic attribute C3 Part-time job Water supply Cost of plan

Most of the rules are qualitative, and thus it is appropriate for the decision-makers to 
adopt fuzzy set to express their evaluation on alternatives. Nevertheless, more than one rule 
cannot be expressed simultaneously by the traditional fuzzy set. HFS is a useful tool that 
can be used to handle this situation. For example, there are three rules when measuring 
the ecological attribute. Hence, it is difficult to assess the alternative over the ecological at-
tribute with the traditional fuzzy number, and HFS is well suited to express the evaluation 
value. That is to say, it is appropriate to take the attributes of the four plans as hesitant fuzzy 
variables. Once the evaluation values from different stages were determined, the dynamic 
decision-making matrices with hesitant fuzzy information were obtained, and thus it could 
be regarded as a hesitant fuzzy dynamic decision-making problem.

The proposed method is adopted to evaluate the four rangelands ( )1,2,3,4iY i = at three 
different stages, and the following steps are involved:
Step 1. Experts are invited to assess the four rangelands or plans ( )1,2,3,4iY i =  with respect 
to three attributes ( )1,2,3jC j = , and the assessment values are collected from three years. 
The hesitant fuzzy decision matrices ( )( ) ( )

4 3
( ) 1,2,3ijk kD t h t k

×
= =  at three different stages are 

constructed as shown in Tables 2−4.

Table 2. Hesitant fuzzy decision matrix D(t1) 

C1 C2 C3 

Y1 {0.5, 0.6} {0.4, 0.6, 1} {0.1, 0.3, 0.4} 

Y2 {0, 0.6, 0.7} {0.1, 0.3, 0.5} {0.05, 0.6} 

Y3 {0, 0.4, 0.6} {0.1, 0.3, 0.5} {0.2, 0.3, 0.5} 

Y4 {0.6} {0, 0.7, 0.8} {0.15, 0.9, 1}
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Table 3. Hesitant fuzzy decision matrix D(t2) 

C1  C2  C3 

Y1 {0.65, 0.7}  {0.4, 0.7, 1} {0.2, 0.4, 0.5} 

Y2 {0, 0.65, 0.75}  {0.15, 0.4, 0.6} {0.1, 0.7} 

Y3 {0, 0.45, 0.7}  {0.15, 0.4, 0.6} {0.4, 0.6}

Y4 {0.65, 0.8} {0, 0.8, 0.9} {0.3, 0.95, 1}

Table 4. Hesitant fuzzy decision matrix D(t3) 

C1  C2 C3 

Y1 {0.65, 0.7, 0.8} {0.6, 0.8, 1} {0.3, 0.5, 0.6} 

Y2 {0, 0.7, 0.8} {0.2, 0.5, 0.7}  {0.15, 0.8} 

Y3 {0, 0.5, 1} {0.2, 0.5, 0.7} {0.5, 0.6, 0.7}

Y4 {0.7, 1}  {0, 0.9, 1} {0.45, 1}

Step 2. We first calculate the satisfaction degree of each alternative ( )1,2,3,4iY i =  for differ-
ent stages using Eq. (12):

( )( ) ( )( ) ( )( ) ( )( )1 1 2 1 3 1 4 10.7715, 0.5817, 0.6505, 0.7001Y Y Y Yt t t tΨ Ψ Ψ Ψ= = = =    ;

( )( ) ( )( ) ( )( ) ( )( )1 2 2 2 3 2 4 20.8104, 0.6014, 0.7024, 0.7173Y Y Y Yt t t tΨ Ψ Ψ Ψ= = = =    ;

( )( ) ( )( ) ( )( ) ( )( )1 3 2 3 3 3 4 30.8451, 0.6166, 0.7097, 0.7171Y Y Y Yt t t tΨ Ψ Ψ Ψ= = = =    .
Then the stage weights ( )( 1,2, , )kt k pω =  for different alternatives can be obtained by 

Eq. (25):

( )( ) ( )( ) ( )( )1 1 1 2 1 30.1660, 0.3338, 0.5002;Y t Y t Y tω = ω = ω =

( )( ) ( )( ) ( )( )2 1 2 2 2 30.1665, 0.3334, 0.5001;Y t Y t Y tω = ω = ω =

( )( ) ( )( ) ( )( )3 1 3 2 3 30.1660, 0.3336, 0.5004;Y t Y t Y tω = ω = ω =

( )( ) ( )( ) ( )( )4 1 4 2 4 30.1666, 0.3333, 0.5001;Y t Y t Y tω = ω = ω =

Step 3. According to Eq. (26) and (27), the hesitant fuzzy positive ideal solution iY + and 
negative ideal solution iY − at different stages can be determined:

( ) { } { } { }( ) ( ) { } { } { }( )+
1 1= 0.7 , 1 , 0.05 , = 0 , 0 , 1 ;Y t Y t−

( ) { } { } { }( ) ( ) { } { } { }( )+
2 2= 0.8 , 1 , 0.1 , = 0 , 0 , 1 ;Y t Y t−

( ) { } { } { }( ) ( ) { } { } { }( )+
3 3= 1 , 1 , 0.15 , = 0 , 0 , 1 .Y t Y t−

The compromise ration for each alternative ( 1,2, , )iY i m=  at different stages can be cal-
culated by Eq. (34):

( )( ) ( )( ) ( )( ) ( ) ( )( )1 1 2 1 3 1 4 11, 0.1906 0.3856 , 1 0.2603, 0.8282 ;Y t Y t x Y t x Y t xξ = ξ = + ξ = − ⋅ ξ =

( )( ) ( )( ) ( )( ) ( ) ( )( )1 2 2 2 3 2 4 21, 0.0807 0.5481 , 1 0.1180, 0.6362 ;Y t Y t x Y t x Y t xξ = ξ = + ξ = − ⋅ ξ =

( )( ) ( )( ) ( )( ) ( ) ( )( )1 3 2 3 3 3 4 31, 0.588 , 1 0.0414, 0.0425 0.9390 .Y t Y t x Y t x Y t xξ = ξ = ξ = − ⋅ ξ = +
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Step 4. The total compromise ration for alternative ( )1,2,3,4iY i =  can be obtained by Eq. 
(35):

( )1 2 3 4( )=1, ( )=0.0586+0.541 , ( )= 1 0.1033, ( )=0.0213+0.8196E Y E Y x E Y x E Y xω ω ω ω− ⋅ .

Therefore, the ranking of alternatives can be obtained as Figure 1: 
(1) If 0,0.0694x  ∈   , then 1 3 2 4Y Y Y Y   ;
(2) If (0.0694,0.0889x ∈  , then 1 2 3 4Y Y Y Y   ;
(3) If (0.0889,0.1339x ∈  , then 1 2 4 3Y Y Y Y   ;
(4) If (0.1339,1x ∈  , then 1 4 2 3Y Y Y Y   ,

where “ ” denotes “prior to”. It implies that reducing the livestock by 40% in the area and 
introducing new legislation to facilitate grazing license transaction is the most suitable plan 
for the rangeland.

3.2. Comparative analysis

3.2.1. Comparison of the proposed method with the method based  
on the MAD and dynamic hesitant fuzzy aggregation operators

Also, the problem above was studied by Liao et al. (2014). According to Eq. (5), they adopted 
the HFWA operator to aggregate the hesitant fuzzy variable at each stage. For example, 

( ) { }1 1 0.3319,0.3752,0.3958,0.4084,0.4319,0.4349,0.4467,0.4650,0.4687,0.4970,0.4996,0.5296,1 .h t =

To save space, we will not list all the aggregated values. For details, see Liao et al. (2014).
To obtain the stage weights, they used Eq. (17) and assumed that ( )( ) ( )( )1 2=s h t s h t∆ ∆

 
. 

For instance,

( )( ) ( )( ) ( )( )1 1 1 2 1 30.0923, 0.0810;s h t s h t s h t∆ = ∆ = ∆ =

( )( ) ( )( ) ( )( )2 1 2 2 2 30.0739, 0.0784;s h t s h t s h t∆ = ∆ = ∆ =

Figure 1. Decision results obtained by the CRM
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( )( ) ( )( ) ( )( )3 1 3 2 3 30.1143, 0.0631;s h t s h t s h t∆ = ∆ = ∆ =

( )( ) ( )( ) ( )( )4 1 4 2 4 30.0787, 0.0180.s h t s h t s h t∆ = ∆ = ∆ =

Then the stage weights can be obtained by Eq. (17) as follows:

( )( ) ( )( ) ( )( )1 1 1 2 1 30.0953, 0.2860, 0.6186;Y t Y t Y tω = ω = ω =

( )( ) ( )( ) ( )( )2 1 2 2 2 30.1184, 0.3553, 0.5262;Y t Y t Y tω = ω = ω =

( )( ) ( )( ) ( )( )3 1 3 2 3 30.0490, 0.1470, 0.8040;Y t Y t Y tω = ω = ω =

( )( ) ( )( ) ( )( )4 1 4 2 4 30.0101, 0.0301, 0.9598.Y t Y t Y tω = ω = ω =

By Eq. (7), the overall attribute values for each alternative ( 1,2, , )iY i m=  can be aggre-
gated, and the ranking of alternatives can be obtained using Eq. (2):

 4 1 3 2Y Y Y Y   , 

where “ ” denotes “prior to”. Thus, Y4 is the optimal plan for the rangeland, which is dif-
ferent from that obtained by the proposed approach. The main cause of differences lies in 
the following. 

Firstly, the methods for determining the stage weights are different. In Liao et al. (2014), 
the MAD method, i.e. Eq. (17), was utilized to determine the stage weights. Nevertheless, 
Eq. (17) is true under the condition that ( )( ) ( )( )1 2=s h t s h t∆ ∆ , which does not accord with 
the fact. The model will fail without the prerequisite. Moreover, their method cannot elimi-
nate the impact of attribute dimension and magnitude, which induces that the stage weights 
obtained change greatly (see Figure 2). C3 is a cost attribute and the rest are benefit attributes. 
Since the physical dimensions of the decision making attributes are different, the attribute 
values cannot be aggregated directly and should be normalized. Otherwise, it will not get 
the reasonable results. In order to make the comprehensive evaluation value of each alterna-
tive comparable, the attribute values must be converted into a compatible scale. The novel 
satisfaction degree of alternative based on coefficient of variation is adopted to determine the 
stage weights. Coefficient of variation, which can quantify the degree of variability relative 
to the mean, is a dimensionless number and can eliminate the effect of different attribute di-
mensions (Li et al., 2010). Therefore, small changes will happen in the stage weights obtained 
by the proposed method (see Figure 3).

Figure 2. Stage weights obtained  
by the MAD method

Figure 3. Stage weights obtained  
by the proposed method

The first stage 

The second stage 

The third stage

0.2

0.4

0.6

0.8

1.0

0

1.2

Y₄Y₃Y₂Y₁

St
ag

e 
w

ei
gh

t

0.1

0.2

0.3

0.4

0.5

0.6

The first stage 

The second stage 

The third stageSt
ag

e 
w

ei
gh

t

0
Y₄Y₃Y₂Y₁



1996 X. Liu et al. CRM-based dynamic decision-making with hesitant fuzzy information ...

Secondly, Liao et al. (2014) adopted the HFWA operator and DHFWA operator to ag-
gregate the attribute values, which call for much calculation effort. What’s more, they did not 
differentiate between the cost attribute and benefit attribute, which will lead to completely 
different decision results. As we mentioned above, the cost attribute and benefit attribute 
cannot be aggregated directly in that their dimensions are different, and big errors may oc-
cur when aggregating directly. Thus, it is essential to conduct dimensionless processing for 
making the attribute values comparable. This paper presents a novel satisfaction degree of al-
ternative based on coefficient of variation to determine the stage weights, and takes the CRM 
for data dimensionless. As a statistical measure, the coefficient of variation can be utilized to 
avoid the impact of attribute magnitude. In a word, this paper proposes a novel approach to 
dynamic decision-making with hesitant fuzzy information. No matter in the determination 
of the stage weights or in the aggregation of attribute values, the proposed method can well 
eliminate the impact of different physical dimensions, and thus a more objective and reason-
able decision result can be obtained.

3.2.2. Comparison of the proposed method with the method based  
on linguistic quantifier and dynamic hesitant fuzzy aggregation operators

Peng and Wang (2014) also presented dynamic hesitant fuzzy aggregation operators to solve 
the multi-stage decision-making problems with hesitant fuzzy information. They adopted a 
linguistic quantifier-based method to determine the stage weights as follows:

 ( ) ( ) ( )( )= 1 , 0, 1,2, ,kt k p k p k p
aa

ω − − a ≥ =  ,  (36)

where a indicates the decision strategies. It is found that different stages have been empha-
sized with the change of the parameter a. According to Peng and Wang (2014), the stage 
weights are obtained as follows (Here, a = 2): 

 ( ) ( ) ( )1 2 3=0.109, =0.340, =0.551.t t tω ω ω

By Eq. (7), all the hesitant fuzzy decision matrices ( )( ) ( )
4 3

( ) 1,2,3ijk kD t h t k
×

= = can be 
aggregated into a complex hesitant fuzzy decision matrix ( )

4 3ijh
×

. For example,

( ) ( ) ( ) ( ) ( ) ( )( ) ( )

{ }
, 1,2,3

3

11 11 1 11 2 11 3
1

( , , ) {1 }1

0.6361,0.6449,0.6547,0.6630,0.6658,0.6738,0.6828,0.6904,0.7327,0.7391,0.7463,0.7524 ;

k

k kh k

t
kt t

k

h DHFWA h t h t h t tω γ ∈ =

ω

=

= − == − γ∏

{ }12 0.5201,0.6209,0.6373,0.6725,0.7412,0.7524,1h = ,

and

13
0.2471,0.2675,0.2797,0.3173,0.3357,0.3468,0.3583,0.3745,0.3757,0.3861,0.3914,0.4016,0.4328, .0.4469,0.4482,0.4573,0.4619,0.4669,0.4708,0.4813,0.4900,0.4984,0.5120,0.5201,0.5286,0.5413,0.5490h =

 
 
 

By Eq. (5), the overall attribute values for each alternative ( 1,2, , )iY i m=  can be aggre-
gated, and the ranking of alternatives can be obtained using Eq. (2):

 4 2 1 3Y Y Y Y   , 

Thus, Y4 is the optimal plan for the rangeland, which is different from that obtained by 
the proposed approach.
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As the method proposed by Liao et al. (2014), Peng and Wang (2014) also utilized the 
hesitant fuzzy aggregation operators to deal with the dynamic decision-making problems 
with hesitant fuzzy information. Undoubtedly, it also increases the dimensions of the derived 
HFEs and calls for much calculation effort when adopting the hesitant fuzzy aggregation 
operators in the process of calculation. Moreover, in their method, they did not differentiate 
between the cost and benefit attributes, which could skew the final decision results. Last but 
not least, they proposed an approach based on linguistic quantifier to determine the stage 
weights, which neglect the autocorrelations between the observations at different stages. As 
mentioned above, the same alternatives at different stages are investigated. Therefore, there 
may exist autocorrelations between the observations at different stages. Although the method 
considers that more weights are assigned to the fresh data, it is not flexible enough to gener-
ate the stage weights for our dynamic decision-making problem. Compared with Peng and 
Wang’s method (2014), the proposed method is computationally simple and fully considers 
the difference between the cost and benefit attributes and the autocorrelations between the 
observations at different stages. 

3.2.3. Comparison of the proposed method with hesitant fuzzy TOPSIS method

Xu and Zhang (2013) proposed hesitant fuzzy TOPSIS method to deal with the hesitant 
fuzzy multiple attribute decision-making problems. For comparative purposes, we extend 
the hesitant fuzzy TOPSIS to accommodate dynamic environment. In their method, the 
shorter HFE is extended by adding the minimum value in it until the compared HFEs are of 
equal length. Then the hesitant fuzzy decision matrices ( )( ) ( )

4 3
( ) 1,2,3ijk kD t h t k

×
= =  can be 

obtained as shown in Tables 5−7. 

Table 5. Hesitant fuzzy decision matrix 1( )D t  

C1  C2  C3 

Y1  {0.5, 0.5, 0.6} {0.4, 0.6, 1}  {0.1, 0.3, 0.4} 

Y2 {0, 0.6, 0.7} {0.1, 0.3, 0.5}  {0.05, 0.05, 0.6} 

Y3 {0, 0.4, 0.6}  {0.1, 0.3, 0.5}  {0.2, 0.3, 0.5} 

Y4 {0.6,0.6,0.6} {0, 0.7, 0.8}  {0.15, 0.9, 1}

Table 6. Hesitant fuzzy decision matrix 2( )D t

C1 C2 C3 

Y1 {0.65, 0.65, 0.7} {0.4, 0.7, 1} {0.2, 0.4, 0.5} 

Y2 {0, 0.65, 0.75} {0.15, 0.4, 0.6} {0.1, 0.1, 0.7} 

Y3 {0, 0.45, 0.7} {0.15, 0.4, 0.6} {0.4, 0.4, 0.6}

Y4 {0.65, 0.65, 0.8} {0, 0.8, 0.9} {0.3, 0.95, 1}
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Table 7. Hesitant fuzzy decision matrix 3( )D t

C1 C2 C3 

Y1 {0.65, 0.7, 0.8} {0.6, 0.8, 1} {0.3, 0.5, 0.6} 

Y2 {0, 0.7, 0.8} {0.2, 0.5, 0.7} {0.15, 0.15, 0.8} 

Y3 {0, 0.5, 1} {0.2, 0.5, 0.7} {0.5, 0.6, 0.7}

Y4 {0.7, 0.7, 1} {0, 0.9, 1} {0.45, 0.45, 1}

According to Xu and Zhang (2013), the vectors of hesitant fuzzy positive ideal solution
( )( )1,2,3kY t k+ = and negative ideal solution ( )( )1,2,3kY t k− = at different stages can be de-

fined as below: 

( ) { } { } { }( )1 0.6,0.6,0.7 , 0.4,0.7,1 , 0.2,0.9,1Y t+ = ,

( ) { } { } { }( )1 0,0.4,0.6 , 0,0.3,0.5 , 0.05,0.05,0.4Y t− = ;

( ) { } { } { }( )2 0.65,0.65,0.8 , 0.4,0.8,1 , 0.4,0.95,1Y t+ = ,

( ) { } { } { }( )2 0,0.45,0.7 , 0,0.4,0.6 , 0.1,0.1,0.5Y t− = ;

( ) { } { } { }( )3 0.7,0.7,1 , 0.6,0.9,1 , 0.5,0.6,1Y t+ = ,

( ) { } { } { }( )3 0,0.5,0.8 , 0,0.5,0.7 , 0.15,0.15,0.6Y t− = .

Then the relative closeness coefficient of alternative ( )( )1,2,3,4, 1,2,3i kY t i k= = with re-
spect to ( )( )1,2,3kY t k+ =  can be obtained as follows: 

( )( ) ( )( ) ( )( ) ( )( )1 1 2 1 3 1 4 10.5244, 0.1864, 0.1762, 0.8045;R Y t R Y t R Y t R Y t= = = =

( )( ) ( )( ) ( )( ) ( )( )1 2 2 2 3 2 4 20.5869, 0.1971, 0.2483, 0.8225;R Y t R Y t R Y t R Y t= = = =

( )( ) ( )( ) ( )( ) ( )( )1 3 2 3 3 3 4 30.5855, 0.3404, 0.4892, 0.5719.R Y t R Y t R Y t R Y t= = = =

For the sake of comparison, we adopt the stage weights obtained by the proposed ap-
proach in Section 4.1. The total relative closeness coefficient of each alternative ( )1,2,3,4iY i =  
can be calculated using the following equation:

 
( )( )

1

( )=
p

i k i k
k

R Y R Y t
=

ω ⋅∑ .  (37)

Therefore, 

 1 2 3 4( )=0.5755, ( )=0.2670, ( )=0.3569, ( )=0.6942,R Y R Y R Y R Y

which implies that 4 1 3 2Y Y Y Y   . Therefore, Y4 is the optimal plan for the rangeland, 
which is different from that obtained by the proposed approach. Likewise, the hesitant fuzzy 
TOPSIS method proposed by Xu and Zhang (2013) did not differentiate between the cost 
and benefit attributes either. Moreover, the CRM introduces a ranking index that can be used 
to reflect some balance between the shortest distance from the positive ideal solution and 
the longest distance from the negative ideal solution, while the TOPSIS method is based on 
a function representing closeness to the positive ideal solution only (Li, 2007). A detailed 
comparison of CRM and TOPSIS is presented in Li (2007).
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Through comparative analysis, we have found that the optimal plan obtained by the pro-
posed method is Y1, whereas the optimal plan obtained by the other two methods is Y4. 
However, C3 is a cost attribute and the rest are benefit attributes. Therefore, it is impracticable 
when directly aggregating the attribute values, and non-dimensional treatment for the attri-
bute values should be produced. In this paper, a novel approach to dynamic decision-making 
with hesitant fuzzy information is presented, which can well avoid the impact of different 
attribute dimensions and magnitude. Compared with the existing methods, the proposed 
method, which is based on a novel satisfaction degree of alternative and the CRM, has the 
advantages as following.

1) In this paper, a novel satisfaction degree of alternative based on coefficient of variation 
is presented. It can reflect the level of disagreement among the decision-makers and 
remove the impact of different attribute dimensions and magnitude. 

2) A novel method, which can reflect the autocorrelations between the observations at 
different stages and remove the impact of different attribute dimensions, is proposed 
to determine the stage weights. The proposed method fully considers the difference be-
tween the benefit and cost attributes, and can deal with the dynamic decision-making 
problems more effectively and reasonably. 

3) The CRM, which is an effective tool to deal with decision-making problems, is extend-
ed to accommodate hesitant fuzzy environment. Compared with the method based 
on aggregation operators, the proposed method in this paper requires less calculation 
and is easy to handle. Besides, it can better evaluate the rangelands than the existing 
methods.

Conclusions

As an important branch of decision theory, dynamic decision-making problem has already 
aroused the attention from researchers. Due to its flexibility and convenience, HFS has been 
treated as a focus of recent academic attention. An intensive research on HFS has been con-
ducted. Among these studies, only a few have focused on dynamic decision-making with 
hesitant fuzzy information. That is to say, the hesitant fuzzy decision-making problem with 
static information has already been investigated by many researchers. In order to enrich 
and perfect the theory of HFS, a novel approach is presented to deal with the hesitant fuzzy 
dynamic decision-making problem. Nondimensionalization processing will be carried in the 
decision-making process. As we know, the dynamic weighting vector is a key factor, which 
will influence the final decision results. In this paper, we have proposed a method based 
on a modified satisfaction degree of alternative to determine the stage weights. Besides, to 
eliminate the effect of different physical dimensions, we extend the CRM to accommodate 
hesitant fuzzy environment, and then aggregate the attribute values at different stages to rank 
the alternatives. Afterwards, a numerical example on the selection of an appropriate plan for 
the rangeland is given to illustrate the applicability of the proposed method, and the com-
parison of the results also shows the superiority of the dynamic decision-making method. 

In future research, we will continue to focus on this topic, and pay attention to the dy-
namic risk decision-making problem with hesitant fuzzy information.
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