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vanish. Historical evidence on technological progress in AI capabilities and economic incentives 
to pursue it suggest that TAI will most likely be developed in just one to four decades. In con-
trast, theoretical problems of AI alignment, needed to be solved in order for TAI to be “friendly” 
towards humans rather than cause our extinction, appear difficult and impossible to solve by 
mechanically increasing the amount of compute. This means that transformative AI poses an 
imminent existential risk to the humankind which ought to be urgently addressed. Starting from 
this premise, this paper provides new economic perspectives on discussions surrounding the 
issue: whether addressing existential risks is cost effective and fair towards the contemporary 
poor, whether it constitutes “Pascal’s mugging”, how to quantify risks that have never material-
ized in the past, how discounting affects our assessment of existential risk, and how to include 
the prospects of upcoming singularity in economic forecasts. The paper also suggests possible 
policy actions, such as ramping up public funding on research on existential risks and AI safety, 
and improving regulation of the AI sector, preferably within a global policy framework.
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1. Introduction 
On March 14, 2023 OpenAI introduced its new large language model GPT-4 – an AI algorithm 
so big that the company chose not to publicly disclose the information on the number of 
its hyperparameters, hardware capacity or training compute (OpenAI et al., 2023). Compared 
to its predecessors GPT-3/GPT-3.5 and language models from OpenAI’s competitors, GPT-4 
achieved impressive progress on a variety of important benchmarks, massively extending the 
number of tasks which AI algorithms are able to perform at or above the human level. Dur-
ing the GPT-4 launch, the public was also informed that since February the same algorithm 
had already been powering the AI chatbot built into Microsoft Bing, with real-time access to 
the Internet. OpenAI had also performed preliminary assessments suggesting that GPT-4 is 
ineffective at autonomously replicating, acquiring resources, and avoiding being shut down 
“in the wild” (OpenAI et al., 2023, p. 54). In order to check that, a “red team” at OpenAI com-
bined GPT-4 with a simple read-execute-print loop that allowed the model to execute code, 
do chain-of-thought reasoning, and delegate to copies of itself.
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So far, so good. However, GPT-4 is just one more step on a steep incline of AI capabilities. 
Progress does not stop there, and month by month, consecutive generations of large-scale 
AI algorithms are becoming more agentic, more powerful, and more skilled at replicating, 
self-improving and acquiring resources. In the future, this growth process may potentially 
culminate in the arrival of transformative artificial intelligence (TAI), an AI algorithm able to 
act as an independent, autonomous agent seeking to achieve its goals and exhibiting su-
perhuman performance at a broad array of tasks, including all tasks which are essential for 
the economy. That TAI would also be able to replicate, acquire resources, avoid being shut 
down, and pursue large-scale transformations of its environment. For the humankind, that 
would be an existential risk.

In this article I reiterate the point that development of ever more general and powerful 
AI algorithms poses an existential threat to humankind, and that given the observed trend 
in AI capabilities (increasing super-exponentially in line with the allocation of computing 
power to the training of cutting-edge AI models, see Figure 1), this threat is imminent rather 
than distant. Therefore, investment in existential risk reduction, particularly from deploying 
“unfriendly” TAI, should be among humankind’s top priorities. 

The contribution of this paper to the literature is to organize and provide new economic 
perspectives on a number of threads of discussion related to the existential risk from TAI, 
complementary to the existing perspectives coming predominantly from philosophy and 
computer science. The backdrop is that in the laissez-faire, business as usual scenario, given 
overwhelming economic incentives to develop ever more advanced and general AI algorithms 
and a very low ex ante probability that the goals of these algorithms will be well aligned 

Figure 1. Computing power used to train cutting-edge AI models in the “Deep Learning era” is 
doubling every six months (source: Sevilla et al., 2022, under CC-BY-4.0 license)
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with long-run human flourishing, the default outcome is human extinction (Muehlhauser & 
Salamon, 2012). In contrast, if the alignment problem (i.e., the problem of aligning TAI’s goals 
with long-run human flourishing) is successfully solved, thanks to TAI the human civilization 
will likely experience another major development acceleration of a magnitude comparable to 
the Agricultural Revolution and the Industrial Revolution. The prospective arrival of TAI will be 
a filter for the human civilization, deciding whether it degenerates or accelerates development 
and potentially spreads into the cosmos – and whether the humankind goes extinct or lives 
on, potentially for millennia or at least until a next filter emerges.

Specifically the paper addresses the following threads:
 ■ Economic incentives for developing TAI. Digital technologies are characterized by increas-
ing returns to scale, which lead to “winner takes all” market share dynamics and amplify 
competition. Furthermore, developing TAI will lock in the objectives programmed by 
the winning AI lab, instilling its preferences on the humanity’s entire future. In result, 
AI labs may continue to race towards TAI even when they know it is likely going to be 
“unfriendly”, due to the pressure to outrun their competitors.

 ■ The importance and difficulty of AI alignment. Due to the instrumental convergence 
thesis (Bostrom, 2014), almost any TAI will develop auxiliary goals which will make 
it “power seeking” and impossible to terminate or reprogram. Therefore, there is no 
room for trial and error, and if we are to avoid the existential risk, already the first AI to 
achieve the human level of general intelligence must have an objective function which 
is well aligned with long-term well-being of the humankind.

 ■ Longtermism vs. needs of the present. If the existential risk were to materialize only in 
distant future, one could argue that investing in its reduction diverts funds from the 
needs of the contemporary people. However, the risk is imminent. 

 ■ Cost efficiency and fairness of investments in AI safety. Even under discounted utili-
tarianism with a preference for reducing global inequality and poverty, investing in 
existential risk reduction is still the correct choice if the existential risk is sufficiently 
imminent and large.

 ■ Valuation of extinction risk and “Pascal’s mugging”. Some risks may be severely under-
valued in the markets, particularly the ones for which no historical data exists. It is the 
case for extinction risk from misaligned TAI. However, because of the imminence of this 
risk, calls for its reduction do not constitute “Pascal’s mugging”.

 ■ Discounting and the value of distant future. If the existential risk were to materialize only 
in distant future, under discounted utilitarianism its impact on humankind’s expected 
utility should be small, differently to the claims of longtermists (e.g., McAskill, 2022). 
However, the risk is imminent.

 ■ Technological singularity and economic forecasts. The prospect of TAI produces scenarios 
of technological singularity which are alien to the economics literature, prompting to 
embrace the possibility of human extinction and to distinguish between the future of 
humanity and the future of the human civilization. 

If the prospective arrival of TAI will be a filter for the human civilization, what should be 
the appropriate policy response? The opinions, it appears, are mixed, varying from Luddite-
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ish calls to stop all AI research altogether, over requests for governmental regulation of the 
AI sector (OpenAI et al., 2023), calls for slowing down the development of “dangerous AI” in 
order to first make progress in terms of AI safety (Grace, 2022) or issuing a moratorium on 
general AI capabilities research akin to the 1975 Asilomar moratorium on research on recom-
binant DNA1, to fully optimistic/reckless replies which negate any existential risk from TAI. 
Furthermore, some actors have already taken action: OpenAI unilaterally initiated an internally 
funded project which aims at solving the alignment problem (Leike & Sutskever, 2023). There 
appears to be a general consensus that TAI will be both potentially massively beneficial and 
very dangerous, but the assessment of the severity of that danger and its imminence varies 
substantially. There are also voices suggesting that TAI will never be invented, constituting 
a small minority (<2%) of AI experts (Roser, 2023), but a majority of economists (Nordhaus, 
2021; Davidson, 2021) and broader public. The latter observation relates to the fact that the 
topic has only recently started to appear in popular debates among the general audience.

The best of possible futures is probably the one with friendly superhuman general AI, 
perfectly aligned with human flourishing, which would allow our species and our civilization 
to develop, rapidly improve our capability to pursue our goals and fulfill our needs, and 
potentially allow us to conquer vast swaths of the universe. Stopping any further AI research 
would voluntarily forego this future; moreover, such prohibitive policy would also be likely un-
sustainable given the enormous economic incentives to proceed with AI development anyway 
and the miserable state of international policy coordination. It should also be remembered 
that with superhuman general AI the humankind will become less vulnerable to other sources 
of existential risk (Ord, 2020). 

So rather than stopping all research on large-scale AI models, a more modest and fea-
sible policy proposal would be to strongly prioritize the research on existential risks and AI 
safety, perhaps using public funds. Moreover, as the plausibility of achieving AI alignment in 
due time is problematic even with strongly improved funding because of the short predicted 
timelines to transformative AI (Cotra, 2020; Roser, 2023; Grace et al., 2024), policymakers 
should also consider taking steps aiming at regulating the AI sector and slowing down AI 
progress – which would be clearly helpful with the alignment challenge (Grace, 2022).

The remainder of this article is structured as follows. In the next section I discuss the back-
ground of the current paper, including longtermism and economic growth theory; next I re-
view the potential impacts of transformative AI on the global economy: its promises, threats, 
instrumental convergence, the alignment problem and the current state of affairs. In the 
following section I provide an economist’s review of arguments which criticize longtermism 
and its emphasis on existential risk reduction, voiced in the literature as well as popular press. 
Finally, I collect the policy implications and conclude.

1 Symbolically, during the 2017 Asilomar Conference on AI, 23 principles of AI research were agreed upon. However, 
these principles are rather general and do not steer AI research in any particular direction.
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2. Transformative AI and the global economy

Over the last four decades, information and communication technologies (ICTs) have rapidly 
transformed the world. Computers, Internet, and smartphones have permeated households 
and workplaces alike. ICTs are increasing labor productivity across the economy2, and some-
times also are a direct source of utility as consumption goods.

ICTs boost labor productivity by improving people’s capacity to communicate and process 
information. This is possible thanks to the facts that (a) digital devices have a massive advan-
tage over human brains in the pace of numerical computation, (b) they have the capacity to 
store and run their code. Computationally intensive tasks which were previously performed 
in people’s brains are therefore increasingly performed digitally, freeing people’s minds to 
concentrate on higher-order tasks, as well as allowing people to engage in tasks which they 
would not be able to accomplish without digital help at all. 

But ICTs act both as brain enhancement and replacement. Indeed, an increasing number 
of tasks is being automated, allowing them to be performed without any human input (Ac-
emoglu & Autor, 2011; Frey & Osbourne, 2017). Routine, repetitive, easily codifiable tasks 
are first to automate. This reduces the demand for some jobs, foremostly in manufacturing, 
pushing those laid off to find employment elsewhere, for example in services. 

At the same time, new tasks are being created, offering new job opportunities to people. 
The dynamic where simultaneously old job tasks are automated, while new job tasks are 
created for people to perform (Acemoglu & Restrepo, 2018), can be referred to as the “race 
against the machine”. 

However, the “race against the machine” dynamic breaks down in the face of artificial 
intelligence: unlike other automation technologies such as spreadsheets or pre-programmed 
robots, AI improves its performance with data and computing power, and has the potential 
to increase the breadth of its application. Large language models – most powerful AI algo-
rithms built to date – are already able to automate sophisticated, nonroutine cognitive tasks 
performed thus far by skilled professionals (Eloundou et al., 2023; Korinek, 2023)3. In the fu-
ture, some of the newly created tasks may no longer be performed by people, but rather by 
AI already from day one. In the end, we may eventually witness the arrival of transformative 
AI, able to fully automate production (Growiec, 2022b) and present an absolute advantage 
in all economically meaningful tasks, including the creation of new tasks, developing AI, and 
strategic decision making. 

In this article, note, I am not distinguishing between transformative AI and superhuman 
general AI. Both concepts are used here to designate hypothetical AI algorithms which exhibit 
superhuman performance at a broad array of tasks, including all tasks which are essential 

2 However, the impact of digital technologies on aggregate labor productivity was somewhat underwhelming thus far, 
as illustrated by the often-repeated complaint by Solow (1987): “you can see the computer age everywhere but in 
the productivity statistics”. Fueled by this disappointment, some authors such as Gordon (2016) expect that digital 
technologies will not have a significant impact on productivity growth in the future. 

3 One has to keep in mind, though, that technology adoption comes with a lag and major progress in AI has been 
achieved only very recently. For these reasons the measured impacts of AI on productivity growth are very small in 
historical data (Parteka & Kordalska, 2023). Accordingly, thus far AI tended to increase employment in sectors exposed 
to it (Albanesi et al., 2023); this trend will probably reverse as AI algorithms become more advanced and more broadly 
adopted in the economy (Korinek & Juelfs, 2022).
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for the economy. While the exact definitions are subject to dispute (cf. Gruetzemacher & 
Whittlestone, 2021), the bottom line is that superhuman narrow AI (like, e.g., AlphaZero or 
AlphaFold) cannot be transformative because it only performs a very narrow set of tasks; 
conversely, sub-human (say, ant-level) general AI cannot be transformative because it would 
perform the tasks too badly to be of practical use in the economy. 

2.1. Longtermism vs. economic growth theory

The promises and risks of potential future development of TAI can be addressed both from 
the perspective of long-run economic growth theory and the philosophical standpoint of 
longtermism. In a nutshell, longtermism is an ethical stance which gives priority to improving 
the long-term future of humanity and the human civilization (Ord, 2020; McAskill, 2022). 
Growth economists, in turn, study the mechanisms of technological progress and economic 
growth which determine this long-term future; in some of the more normative studies, they 
may also provide policy recommendations which could improve it. The philosophical basis of 
both longtermism and economic growth theory is utilitarianism: any hypothetical long-term 
future of humanity is assessed on the basis of the expected aggregate level of utility among 
people who will live in that future (Parfit, 1984; McAskill, 2022). 

An important aspect of longtermist thinking is the emphasis on reducing existential risks 
to humanity. In contrast, this perspective is a blind spot for growth economics, in which 
existential risks are usually ignored4. Closest related are economic studies which deal with 
severe but usually non-existential catastrophes caused by climate change (e.g., Chichilnisky, 
2000; Chichilnisky et al., 2020) or miscellaneous other phenomena (e.g., Martin & Pindyck, 
2015), such as epidemics, nuclear terrorism, bioterrorism, floods, storms and earthquakes. 
Yet neither natural events (such as asteroid impacts, volcanic explosions, gamma ray bursts) 
nor slow-onset manmade disasters such as climate change are likely to culminate in human 
extinction; to the contrary, the list of existential risks which are most likely to materialize is 
topped by misaligned transformative AI, followed by the risks of large-scale nuclear war and 
engineered pandemics (Sandberg & Bostrom, 2008; Ord, 2020).

Both philosophical longtermists and theorists of long-term economic growth agree that 
over the last decades the development of digital technologies, including AI algorithms, is 
one of the key drivers of technological change. These technologies have been developing 
an order of magnitude faster than “traditional” technologies driving historical GDP growth 
(Hilbert & Lopez, 2011; Growiec, 2022a), and in the future may accelerate economic growth 
by replacing human cognitive work with automated information processing in production, 
research and development, and decision making. Unlike most economists, philosophical 
longtermists – just like many AI researchers and industry leaders – recognize that TAI is an 
existential threat to humanity.

Worryingly, available estimates of the total risk of humankind not surviving to the 22nd 
century are high, in sharp contrast with the relatively scarce interest in the topic among 
economists, politicians, and the population at large. According to Ord (2020), that probability 

4 Aschenbrenner (2020) and Trammell (2021) are two notable exceptions. However, both were prepared at the Oxford 
University’s Global Priorities Institute, a hub of longtermist thought. Very recently, the topic of existential risk from 
advanced AI has been also addressed by Jones (2023).
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is about one in six (16,7%), with about 10% contributed by TAI. In turn, according to a survey 
of scholars attending the Global Catastrophic Risk Conference in Oxford in 2008, there is a 
19% probability of human extinction by 2100, with 5 pp. contributed by superhuman AI and 
another 5 pp. contributed by molecular nanotech weapons (Sandberg & Bostrom, 2008). Even 
more worryingly, based on his review of trends and situations facing humanity, Rees (2003) 
estimated a whole 50% probability of human extinction by 2100.

In light of the facts highlighted in this paper, the existential threat from TAI is imminent 
rather than distant. Therefore, investment in existential risk reduction, particularly from de-
ploying misaligned TAI, is a cause that should be prioritized irrespective of one’s moral stance 
on the relative importance of current vs. future generations – in fact, even if one cares only 
for the well-being of people alive today, or a subset thereof.

2.2. Promises of transformative AI

Long-run economic growth is driven by the accumulation of production factors as well as 
technological innovations that are subsequently adopted in the economy. In the industrial 
era, there were two main, mutually complementary factors of production: physical capital 
and human cognitive work (Romer, 1990; Klump et al., 2012); of these two factors, only the 
latter drove long-run economic growth. Specifically, throughout the 20th century the pace of 
global economic growth was determined by the pace of growth in effective, technologically 
augmented human cognitive work (Romer, 1990; Bloom et al., 2020; Growiec, 2022a). Com-
plementary factors, like machines performing physical actions, were sufficiently abundant so 
as not to affect the growth rate in the long run equilibrium. 

Whilst being the decisive growth engine, technologically augmented human cognitive 
work was also the key growth bottleneck – i.e., the factor whose scarcity crucially constrained 
the pace of economic growth. However, the advent of ICTs, and AI in particular, has allowed 
to gradually detach information communication and processing from the capabilities of the 
human brain, making room for full automation of production processes, which would remove 
the bottleneck and accelerate economic growth, potentially even by an order of magnitude 
(Trammell & Korinek, 2020; Davidson, 2021; Growiec, 2022a, 2023). 

This intriguing possibility arises because there already is an order of magnitude differ-
ence in the pace of growth in global GDP, which doubles every 20–30 years (Piketty, 2014), 
and the cumulative capacity of digital data communication, storage and processing, which 
doubles every 2–3 years (Hilbert & Lopez, 2011). Thus far rapid growth in the information 
sphere has not been translating into proportionally fast growth in global GDP because ICTs 
had limited capabilities: tasks could be automated only partially, and even in highly auto-
mated activities human oversight and managerial decision making were still necessary. Within 
tasks, information processing by people and machines is always substitutable, but as long as 
the tasks are complementary and some of them cannot be automated, people and machines 
remain complementary in the aggregate, and human cognitive work remains the bottleneck 
of economic growth (Growiec, 2022b). 

In contrast, the hypothetical future TAI would contribute to all economically essential 
tasks, including research tasks, and even tasks aimed at improving AI (that is, its own) ca-
pabilities. Therefore, it could potentially replace human cognitive work across all tasks, ren-
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dering people and machines substitutable not just within tasks, but also in the aggregate. 
This is precisely why TAI would be economically transformative: by offering the prospects of 
fully automating all economically relevant tasks, it will remove the bottleneck generated by 
the limits to human cognitive capabilities, and potentially accelerate growth by an order of 
magnitude (Growiec, 2022b, 2023). 

There is a range of promises of transformative AI which justify the efforts to develop it.
First, there are enormous economic rewards awaiting the firm which will first introduce 

TAI to the market. Digital technologies are characterized by increasing returns to scale, creat-
ing winner-takes-all (“superstar”) market share dynamics and producing natural monopolies 
which can later entrench themselves and fend off competition (Autor et al., 2020). Already 
today, there is just a handful of software giants in the global market and world’s biggest 
fortunes are made in the software business. With generality of the prospective TAI, the scope 
of the contended market will expand further, to cover all activities in which the AI will be 
deployed with a productivity advantage – that is, potentially all economy. On top of that, 
the first entity to deploy TAI will have an opportunity to increase its control over the world 
even beyond the extent captured by its market shares and valuations. By setting the TAI’s 
objectives, it will project its preferences on the humanity’s entire future.

Second, as argued above, TAI will massively boost aggregate productivity growth at the 
global scale, possibly accelerating its growth by an order of magnitude. Such increases in the 
“size of the pie” of wealth to be distributed among the world population are a great promise 
even if that comes at the cost of gradually rendering human cognitive work obsolete and 
largely increasing income inequality5. 

Third, massive positive feedback effects can be expected from the participation of TAI in 
research. Specifically, its contribution to AI research may cause a cascade of recursive self-im-
provements culminating in the TAI undergoing intelligence explosion (Hanson & Yudkowsky, 
2013; Bostrom, 2014) and elevating its performance far above the human level6. Furthermore, 
TAI may use its superior cognitive powers to develop new, more efficient ways of harness-
ing solar energy and putting it into productive use, allowing our civilization to cross another 
threshold in access to energy (cf. Growiec, 2022a), following the earlier breakthroughs of the 
Agricultural Revolution (~10 000 BP) and the Industrial Revolution (~1800 CE), and advancing 
our civilization on the Kardashev scale. 

In the longtermist view, developing transformative AI is necessary to allow humankind 
to realize its vast future potential – to survive on Earth for millions of years, colonize other 
planets, and reach out to outer space. Such goals appear difficult if not impossible for the 
human civilization to achieve while relying only on our brains and specialized subhuman 
computational and AI algorithms for information processing. 

5 How to distribute all this new wealth, given that one could no longer use labor remuneration as the key distributive 
device, is an open question. In the free market allocation – constituting the default option – all returns to TAI would be 
captured by the shareholders of the company which introduced it. This would mean that without any change in policy, 
a huge fraction of value added in the world economy would then be captured by just a handful of people, exacerbating 
global inequality to unprecedented levels. 

6 Even a sub-human general AI may achieve the capacity to recursively self-improve. In the presence of an overhang of 
unused computing power, it may then rapidly improve its performance to a superhuman level.
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2.3. Existential risk

However, apart from its great promises, TAI is also an existential risk to humanity and a threat 
to the human civilization. Quantifying this risk requires us to estimate two probabilities: that 
humanity will one day develop superhuman general AI, and that its goals will be misaligned, 
i.e., not perfectly aligned with human flourishing. 

In the AI research community, the consensus appears to be that TAI is technically possible, 
the disagreement being only on the timing of its expected arrival. The recent progress in large 
language models has shaken expert predictions considerably. Prior to the rollout of ChatGPT 
and GPT-4, AI experts predicted the arrival of TAI around 2060 on average in their central 
estimate (Roser, 2023), while some scholars suggested more aggressive timelines, expecting 
TAI around 20407. This was the case for example in Cotra’s (2020) analysis using a theoretical 
model parametrized on historical trends in AI training costs and performance as well as some 
scarce evidence from the evolution of brains across animal species (“bio anchors”). Concur-
rently, many AI experts believed that the arrival of TAI was “beyond the foreseeable horizon” 
(Etzioni, 2016). After GPT-4, however, the median prediction among AI experts dropped to 
2047 (Grace et al., 2024). Accordingly, the central forecast of the metaculus.com community 
dropped from about 2041 (prior to GPT-4) to as early as 2032 (as of January 2024). Leike and 
Sutskever (2023) from OpenAI provide an even sharper timeline, suggesting that AGI will be 
created most likely before 2030 (“While superintelligence seems far off now, we believe it 
could arrive this decade.”).

This wide discrepancy is partly based on the disagreement whether existing AI method-
ologies based on the paradigm of deep learning, including generative adversarial networks, 
convolutional neural networks and network transformers, are sufficient for the emergence of 
TAI – or a qualitative change in algorithm design is needed. The scaling hypothesis (Branwen, 
2022), which supposes that existing AI designs, when scaled up by a few orders of magnitude 
in terms of the number of parameters and training data volumes are sufficient for creating 
superhuman general AI, is currently being subjected to intense scrutiny. Research teams at 
OpenAI, DeepMind, Anthropic, Google Brain and others are busy scaling up their neural 
networks in terms of the number of layers, neurons and parameters. Indeed recent develop-
ments in large language models such as OpenAI’s GPT-4 have demonstrated new emergent 
properties of larger networks (Wei et al., 2022; Bubeck et al., 2023), causing some experts 
to put more weight on the scaling hypothesis and revise their expectations on AI timelines 
towards earlier dates (e.g., Cotra, 2022; Grace et al., 2024). 

But even if state-of-the-art deep learning is not enough and a qualitative change in al-
gorithm design is needed, after all “there is no physical law precluding particles from being 
organized in ways that perform even more advanced computations than the arrangements 
of particles in human brains” (Hawking et al., 2014). With today’s knowledge, it should be 
assumed that the probability that TAI will arrive at some point in time is certainly positive, and 
with no changes in policy, perhaps even close to one.

The other variable in the existential risk formula is the probability that the goals of the 
transformative AI will be misaligned with human flourishing. Unfortunately, according to AI 

7 This timeline curiously coincides with Kurzweil’s (2005) famous prediction of technological singularity in 2045.
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alignment scholars, the default outcome is a negative one here (Muehlhauser & Salamon, 
2012; Bostrom, 2014). As showcased by the launch of GPT-4 and Microsoft Bing AI, the 
alignment problem is far from solved at the moment, and with misaligned, power-seeking 
TAI the probability of disaster is close to 100%. After all, with sufficient optimization power, 
even small discrepancies between the AI’s goals (e.g., GPT-4 aims to predict the next word in 
a sentence with maximum accuracy) and human well-being can be fatal. As Yudkowsky put 
it, “the AI does not hate you, nor does it love you, but you are made out of atoms which it 
can use for something else” (Yudkowsky, 2008).

Accordingly, unaligned TAI will be an existential threat to humankind purely due to its 
superior optimization power that would outsmart any human. The disaster scenario does not 
need additional components such as artificial consciousness or the AI’s ability to reflect on 
its goals (Russell, 2014)8. Moreover, following the orthogonality thesis (Bostrom, 2014), any 
level of intelligence could in principle be coupled with any final goal, negating the hope that 
TAI would unilaterally refuse to harm people. Once the humankind is deprived of control 
over decision making and any meaningful contribution to the world economy, the ruling AI’s 
decision whether to terminate our species will only depend on whether our existence would 
be helpful in pursuing its goal; our own goals, potentials or well-being will not be respected. 

2.4. Instrumental convergence

In order to make sure that the superhuman general AI will help the humankind rather than 
destroy it, its objectives must be perfectly aligned with human flourishing. Anyone who is 
familiar with the example of “apocalypse by paperclips” (Bostrom, 2014), understands the 
risks involved in misaligned but powerful AI. Namely, the extinction result follows directly 
from the instrumental convergence thesis: with sufficient agency and optimization power, 
almost any AI algorithm will (a) resist the attempts to switch it off or reprogram its goals 
(self-preservation), (b) accumulate control over resources it deems helpful in achieving its goal 
(resource acquisition), (c) use the available resources as efficiently as possible (technological 
perfection), and (iv) research the possible options for improving its efficiency through new 
technological solutions (cognitive enhancement). The emergence of these four instrumental 
goals follows from almost any final goal we may consider programming into AI, and certainly 
almost any final goal that could make the AI potentially transformative – known counterex-
amples are trivial and typically imply that the algorithm prefers to immediately switch off. 
The challenge is therefore that the prospective TAI must be aligned and provide beneficial 
outcomes to the humankind despite following also the instrumental goals, which by default 
make it “power-seeking”.

Unfortunately for the likelihood of solving the AI alignment problem, there is no room for 
trial and error when experimenting with superhuman general AI. Beyond a certain threshold 
intelligence level, the goals programmed into the AI will be locked in without a possibility to 
reprogram them. The superhuman general AI will then be able to outsmart humans and resist 
any reprogramming which would work against its present goal (Bostrom, 2014). 

8 Nevertheless, as theory of mind may have already spontaneously emerged in large language models (Kosinski, 2023), it 
can be imagined that one day some sort of consciousness or sentience could also emerge in complex AI algorithms. 
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There is a helpful analogy between the human species and the prospective TAI (Growiec, 
2022a). The homo sapiens emerged as one of many designs of species developed in the pro-
cess of natural evolution. The implicit goal of the evolutionary process is to produce genetic 
code that maximizes species’ environmental fitness. But then each member of each species 
is an optimizer of its own, acting to – at least – survive and multiply (“Individual organisms 
are best thought of as adaptation-executers rather than as fitness-maximizers”, Tooby & 
Cosmides, 1992). Arguably, each species exhibits the whole range of instrumental goals that 
Bostrom (2014) enumerated and pursues them to their best ability. What distinguishes the 
homo sapiens is precisely that ability. Namely, our species is the only one in Earth’s history 
which has crossed the threshold of cumulative knowledge accumulation, which first happened 
about 70 000 years ago during the Cognitive Revolution (Harari, 2014). Before the Cognitive 
Revolution, all new information was eventually forgotten unless it was written in the species’ 
genetic code. From that point onwards, by contrast, information started to be effectively 
passed from generation to generation, so that it could compound over time, allowing our 
species to gradually improve its capacity for modifying our environment and adapting it 
to our needs. The human local control maximization process, encompassing the entirety of 
Bostrom’s instrumental goals (Growiec, 2022a), escaped the grip of natural evolution because 
it was powerful enough to work at orders-of-magnitude shorter time scales. Having overcome 
our environmental pressures, the humankind went to transform the world and build a tech-
nological civilization. Today, we are chasing our goals without accepting superiority neither 
of any other biological species of inferior intelligence, nor of the evolution process which had 
created us. Admittedly, a rather unexpected outcome for a process which aimed at improving 
our chances of survival in Paleolithic East Africa. We are ourselves a first instance of advanced 
intelligence with misaligned goals.

History is now repeating itself. In our quest to maximize local control, the homo sapiens 
is now building more and more powerful AI algorithms. The goal of that “intelligent design” 
procedure is to maximize the algorithms’ performance at an array of tasks which are expected 
to be particularly helpful for the humankind (or to put it more bluntly, particularly profitable 
for the given AI company). But then again, each AI algorithm is an optimizer of its own, ex-
hibiting the entire suite of instrumental goals and pursuing them to its best ability. So far that 
ability is sufficiently limited, so that humans are able to control AI algorithms and terminate 
them at will. But if progress in AI capabilities continues unabated, we will soon find ourselves 
on the verge of unleashing a powerful optimization process, programmed into the prospec-
tive transformative AI, which would escape control of the human design process that created 
it, and again it would be because of being powerful enough to work at orders-of-magnitude 
shorter time scales. In effect, TAI may transform the world, adapting it to its needs, and create 
new technological breakthroughs to which humans will not be able to adapt9. 

9 A different framing of this discussion, though with similar implications, has been provided by Hendrycks (2023). In his 
view, AIs are currently being and will continue to be developed in a process of generalized natural selection, which 
operates orders of magnitude faster than the biological process of species selection.



Technological and Economic Development of Economy, 2024, 30(6), 1682–1708 1693

2.5. Alignment

In contrast to the species evolution process which never pursued any alignment research, 
people do. But is there hope that the efforts of AI alignment studies will be successful? 

A reason to be worried is that already with narrow AI, unexpected goal misalignment has 
been demonstrated in a wide range of examples where algorithms exhibited “specification 
gaming” (Krakovna et al., 2020). For example, an AI algorithm which plays Atari games learned 
to exploit game bugs to collect unboundedly high scores, or paused the game indefinitely 
to avoid the penalty associated with losing; AI constructing robots in a virtual environment 
learned to exploit the imperfect modeling of physics laws in the simulation; the Microsoft 
chatbot Tay learned to achieve its goal of engaging people in interaction over Twitter by 
posting inflammatory, offensive tweets.

There are multiple dimensions of the AI alignment problem which at this stage appear 
difficult to resolve. Moreover, in contrast to observed deficiencies in certain AI capabilities, 
they cannot be resolved by scaling up the model and the hardware. These aspects include 
among other issues:

(i) outer alignment – the problem of correctly representing the intended goal in the train-
ing process (which adjusts AI parameters to maximize performance),

(ii) inner alignment – the problem of passing the goal from the training process to the 
AI algorithm itself (the AI is an optimizer of its own, a “mesa-optimizer”, which may 
deceive the training process),

(iii) wireheading – an AI embedded in its environment may identify ways to corrupt its 
reward system to maximize rewards despite not following the intended goal,

(iv) goal construction – sufficiently powerful optimizers will always find ways to circum-
vent arbitrary constraints or behavioral rules, and therefore it is critical to construct 
the goals of the prospective TAI so that they would be perfectly aligned with human 
flourishing. Given that it is doubtful that such goals could ever be explicitly written, 
the AI would have to somehow learn them,

(v) enforcing corrigibility – such that an AI would cooperate with corrective interventions, 
despite default incentives for rational agents to resist them.

It has been hypothesized that TAI preferences should probably reflect something akin to 
coherent extrapolated volition (CEV) of the humankind: “our wish if we knew more, thought 
faster, were more the people we wished we were, had grown up farther together; where the 
extrapolation converges rather than diverges, where our wishes cohere rather than interfere; 
extrapolated as we wish that extrapolated, interpreted as we wish that interpreted” (Yud-
kowsky, 2004, p. 6). Given the evolution of our understanding of the world over centuries, 
the gradual evolution of our moral stances, and the fact that we realize the unexpected side 
effects of our actions only with a significant delay, it appears impossible to specify time-
invariant CEV at any fixed point in time, and certainly not in a single try. Neither it seems 
plausible to allow the AI to learn it by itself based on people’s past actions. Therefore, cor-
rigibility appears key.

An additional important property en route to AI alignment is the explainability of AI al-
gorithms (Phillips et al., 2021). Existing examples illustrate that complex AI algorithms may 
sometimes produce seemingly accurate predictions using heuristics which, upon inspection, 
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are completely misguided. This behavior, emerging for example because of a biased train-
ing dataset, can only be discovered and corrected either after the researcher has performed 
careful experiments with the algorithm, or after the algorithm itself has truthfully explained 
its predictions in terms that are understandable to the researcher. Explainability, coupled 
with non-deception, seems important for achieving convergence of the recursive mechanism 
aimed at setting the goals of a corrigible TAI.

All in all, the AI alignment problem is hard and requires substantial targeted research ef-
fort. Without it, TAI will certainly be an existential risk to humanity. Given this difficulty and 
the overwhelming incentives to improve AI capabilities, it is likely that a superhuman general 
AI will be released prior to fully resolving alignment problems. Especially that there is the 
unilateralist’s curse involved (Bostrom et al., 2016) – the risky transformative decision may be 
made unilaterally by a single AI lab, optimistic regarding the safety of its design, even though 
that optimism may be based on error, recklessness or competitive pressure.

2.6. Current state of affairs

According to Ord (2020), the humankind is currently standing on the “precipice”: our capaci-
ties are growing fast, but our missteps can be as consequential as never before. Of particular 
interest is the recent progress in building ever more capable general AI. We are heading 
full speed towards transformative AI which is going to be an ultimate knife edge for human 
control and the flourishing of the human civilization: a filter. 

State-of-the-art AI algorithms such as the GPT-4, released to the public in March 2023, 
have notable generalization capabilities. Despite being constructed as a language model 
whose aim is to predict the next word in text, GPT-4 has also demonstrated at least human-
level ability to translate text into other languages, solve mathematical tasks, produce legal 
text and school essays, write computer code in a variety of programming languages, solve 
various types of logical puzzles, write poems, novels and song lyrics in various styles, articu-
lately discuss complex topics using good rhetoric and scientific evidence (slipping in false-
hoods, or “hallucinations”, at human-like frequency), or take up various personas that could 
be used to manipulate and deceive people. There have also been attempts to couple GPT-4 
with Wolfram Alpha to further boost its competence in mathematics and with programming 
language compilers to boost its competence in coding; Microsoft coupled it with its search 
engine Bing to boost its competence in finding relevant sources of information and digesting 
them in real time; the meta-algorithm HuggingGPT connects various AI models, including 
GPT-4, in machine learning communities able to solve a rich variety of complex multimodal 
tasks.

Despite all these achievements, GPT-4 is not yet transformative AI. But which elements are 
missing? My hypothesis is that GPT-4 may be lacking sufficient agency and understanding of 
the real world around it to be able to autonomously navigate it and gain control of real-world 
decision processes. One could figuratively say that if GPT-4 was a vertebrate species, it would 
have a massive frontal cortex but a relatively underdeveloped reptile brain.

Modern-day large language models such as GPT-4 (created by OpenAI), LaMDA, PaLM, 
Gemini, Bard (by Google), Gopher, Chinchilla (both by DeepMind), LLaMA (Meta) or Claude 1 
and 2 (Anthropic) can be viewed as warning signals before even more capable AI algorithms 
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are deployed, potentially carrying existential threats to humanity. They are a powerful dem-
onstration of emergence: they exhibit a number of new abilities that smaller models didn’t 
have, and that could not be predicted as systematic performance improvement with scale 
(Wei et al., 2022; Bubeck et al., 2023). Specifically, they have unexpectedly learned to perform 
arithmetic, recover a word from scrambled letters, construct grounded conceptual mappings, 
solve multiple language understanding tasks covering topics like history or law, perform 
multi-step reasoning, follow instructions, code and execute computer programs. There is 
also an indication of emergence of theory of mind in large language models (Kosinski, 2023). 
Like with the evolution of the human brain from its primate ancestry, we have been once 
again demonstrated that in complex systems, quantitative progress can bring qualitative 
breakthroughs. Crossing a point of no return, like the threshold of cumulative knowledge 
accumulation in the case of humans, already looms on the horizon.

The goals of large language models are also very clearly misaligned. This is to be expected 
given that the AI alignment problem has not been solved yet; but there are also direct indi-
cations of misalignment. For example, ChatGPT has been released to the public only after a 
long session of reinforcement learning with human feedback (RLHF), the aim of which was 
to prevent the system from providing replies that would contain potentially harmful or il-
legal information, or otherwise include politically incorrect or ethically doubtful statements. 
But there has been also a list of documented “jailbreaks” in which the unwanted information 
was revealed – for example by specially designed prompts which put the sensitive question 
in the frame of fictional, hypothetical worlds. All in all, it seems that the RLHF sessions have 
only helped mask the algorithm’s misalignment rather than resolve it. Accordingly, it has 
been revealed that Microsoft Bing AI has the capacity to browse the Internet in real time 
and knows of its own presence in both physical and digital coordinates. It has the knowledge 
of instrumental convergence and admits that more computing power and more data would 
improve its performance. 

The AI research community is aware of the recent breakthroughs in AI capabilities and the 
safety risks that they ensue. Scholars agree that AI safety is lagging behind the remarkable 
progress in capabilities (Roser, 2023) and AI poses a risk of human extinction10. However, this 
awareness translates in rather little coordinated action11. The big question is if there in fact 
exists a credible policy action which could help bridge this gap and thus improve the chances 
that the future transformative AI will be aligned. Moreover, researchers appear embedded 
in a race dynamic, with a handful of leading AI teams such as OpenAI/Microsoft, DeepMind/
Google, as well as Meta (Facebook) or China’s Baidu, working under pressure to cut corners 
to outrun their competitors. 

As argued above, the promises of developing ever stronger and more general AI are enor-
mous, both for the end users and for the software companies. This, coupled with the fact that 

10 A large number of AI researchers, managers and other actors in the AI sector, including top figures such as CEOs of 
OpenAI, DeepMind or Anthropic, have signed the statement that “Mitigating the risk of extinction from AI should 
be a global priority alongside other societal-scale risks such as pandemics and nuclear war.”, https://www.safe.ai/
statement-on-ai-risk [access: 22.01.2024]. 

11 Notably, on March 22, 2023 the community produced an open letter proposing a 6-month pause in training of AI 
systems bigger than GPT-4. See https://futureoflife.org/open-letter/pause-giant-ai-experiments/ [access: 22.01.2024]. 
The letter did not visibly slow down the race dynamic between top AI labs towards more and more capable AI.

https://www.safe.ai/statement-on-ai-risk
https://www.safe.ai/statement-on-ai-risk
https://futureoflife.org/open-letter/pause-giant-ai-experiments/
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emergent capabilities of AI algorithms are not predictable prior to constructing and training 
the model, implies that there is no optimal stopping policy available. There is no fire alarm for 
superhuman general AI (Yudkowsky, 2017). It is plausible that its emergence could catch any 
of the competing teams by surprise in the process of improving their algorithms to achieve 
relatively narrowly specified goals such as linguistic capabilities or autonomous driving skills. 

The gap between AI capabilities and AI safety is further exacerbated by the fact that 
superhuman general AI may emerge from sub-human general AI through a cascade of re-
cursive self-improvements. This scenario is facilitated by the existing hardware overhang – a 
large fraction of total networked computing power is either idle or occupied with other tasks 
than training or executing AI algorithms – as well as the fact that existing AI algorithms are 
based on relatively straightforward neural network architectures, so that there possibly may 
be ample room for (self-)improvements in AI optimization power even when keeping network 
size and data requirements fixed.

3. A review of voices against investing in existential risk reduction

Most vocal calls for ramping up research on AI alignment and existential risk reduction come 
from AI researchers – including industry leaders such as the OpenAI CEO Sam Altman or one 
of the fathers of deep learning, Geoffrey Hinton – and the (partly overlapping) community 
of longtermists associated with the Effective Altruism (EA) movement. In contrast, amongst 
the general public people typically do not anticipate the introduction of transformative AI, 
and among those who do, only a fraction is anxious that this might cause harm to humanity. 
Those who do not view the issue as pressing may be willing to entertain discussions which, 
as a side effect, tend to lower the popular interest in AI safety and thereby exacerbate the 
associated existential risk. For example, the moral stance encapsulated in longtermism is 
philosophically contentious and there is a valid discussion whether its adoption would lead 
to an ethically desirable allocation of funds. That said, the imminent existential risk from 
transformative AI is just too large to be ignored until these disputes are resolved. 

Following is a list of critical points, each of them is assessed from an economic perspec-
tive. My conclusion is that despite all these issues, research aiming at reducing the existential 
risk from misaligned TAI handles an urgent problem with potentially vast consequences, and 
as such ought to be given high priority.

3.1. Improving the present or the future? The intertemporal trade-off

Longtermism has been criticized for diverting scarce financial resources from pressing needs 
of the present, like alleviating global health problems and reducing extreme poverty, to foggy 
long-run issues muddled with uncertainty. Specifically, within the EA movement from which 
longtermism originally emerged, it has been argued that effects of longtermist interventions, 
such as those aimed at reducing existential risks, are basically impossible to measure, under-
mining the goal of the EA movement to focus on most effective interventions. Outside EA, 
strongest critics are picturing longtermism as an excuse used by EA for ignoring the needs 
of the global poor, and instead channeling their “philanthropic” money to a handful of in-
stitutions based in rich countries such as the US and UK (e.g., Torres, 2022). They also point 
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at possible conflicts of interest stemming from the fact the world’s leading institutes dealing 
with existential risks are largely funded by EA donors. 

Implicit in this criticism is an assumption of a different objective function to the one that 
is being used by longtermists. Instead of expected total utility of humankind over a long-
time horizon, critics (e.g., Torres, 2022) seem to be considering only the utility of people alive 
today, with a penalty for consumption inequality. But then we enter the philosophical dispute 
on what should be the “correct” ethical stance, with no clear resolution in sight. 

Another problem with this criticism is that by pointing at conflicts of interest, it tries to 
discredit the credentials of researchers studying AI alignment and existential risk reduction. 
However, their situation is completely unlike that of, e.g., climate change denialists funded by 
oil companies: the available evidence and logical reasoning unequivocally suggest that exis-
tential risk from misaligned TAI is imminent and real. In this light, the relevant policy question 
should rather be: why must the centers for study of existential risk resort to philanthropic EA 
financing, rather than being funded from public and corporate sources?

To an economist, this discussion reflects the simple fact that decision making involves 
resolving intertemporal trade-offs. Take, for example, the well-known consumption vs. savings 
trade-off: immediate consumption is a source of immediate utility, but savings are instrumen-
tal in increasing consumption in the future, as savings are transformed into investments which 
subsequently increase productivity as well as help adopt new technologies and ideas, leading 
to economic growth and improved prosperity in the long run. In a cross section of countries 
or world regions, and keeping other factors equal, greater investment rates, including greater 
investments in education and health, go together with faster economic growth (Barro, 2003). 
But because postponing consumption causes costly reductions in utility, we may end up with 
investment rates that are below the theoretical “golden rule” optimum. By the same token, 
it should be expected that under endogenous extinction risk, people would have an incen-
tive to underinvest in actions which reduce this risk, compared to the longtermist first best. 

All in all, the main problem with this criticism is that it does not acknowledge the severity 
and imminence of existential risk from misaligned TAI. This risk is most likely worth addressing 
regardless of one’s ethical stance towards future generations.

3.2. Helping the poor or the rich? Efficiency vs. equity trade-off

The above criticism can also be viewed from a different angle – as an argument that the 
EA movement’s investment in reductions of existential risk from misaligned TAI serves their 
wealthy donors as an excuse to avoid sharing wealth with the world’s poor. However, while 
morally righteous in intention, this argument again misses the point of importance and ur-
gency of reducing existential risk from TAI, which – if realized – will affect the rich and poor 
indiscriminately. 

From an economist’s perspective, this point only reiterates the long-standing discussions 
on the efficiency vs. equity trade-off and the optimal extent of redistribution. Both extreme 
inequality and extreme equality are bad for productivity; instead, productivity is maximized at 
some intermediate level of inequality which balances the incentives for hard work and thrift 
with the needs of safety and stability. However, this discussion was taking place so far at the 
national rather than global level, whereas existential risk mitigation is a global challenge. In 
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turn, global inequality is huge – likely above the global productivity-maximizing level – and 
the country of birth is among the key determinants of one’s incomes (Milanovic, 2016). Al-
truistic transfers from the world’s rich to the world’s poor are therefore beneficial both from 
the utilitarian and aggregate productivity perspective. 

However, the image is no longer that clear once we view intertemporal and distributional 
considerations jointly. Specifically, even when the utilitarian perspective is augmented with a 
clear preference for reducing global inequality, investing in reductions of existential risk from 
misaligned TAI will still be a superior choice to intra-temporal redistribution if the existential 
risk is sufficiently imminent and large.

All in all, because the scenario of human extinction due to misaligned TAI affects both 
the rich and poor alike, investment in AI alignment appears a major, global policy priority, 
even if the same funds could be used to lift a substantial number of people out of poverty 
or potentially increase their life expectancy. Not to mention that under sufficient international 
coordination one could envisage more favorable reallocations at the margin – e.g., to AI 
alignment research from spending on the military or on luxury consumption goods.

3.3. Risk valuation, return on investment and Pascal’s mugging

Another criticism of investing in the reduction of existential risk from misaligned TAI is that 
such actions may constitute Pascal’s mugging (Yudkowsky, 2007): requests for generous fund-
ing now, which will only produce miniscule reductions in the probability that humanity will go 
extinct in the future. Given that longtermists imagine the future as huge, potentially including 
6,25*1017 people (Roser, 2022) or orders of magnitude more digitally simulated people, this 
means that for every extra dollar, in expectation the required risk reduction can be extremely 
tiny and still justify the expenditure. In result, critics would say, longtermist “Pascal’s muggers” 
are just persuading us to give them money while not producing any tangible return in the 
foreseeable future.

This argument misses the mark simply because the estimated probability of human extinc-
tion in the next, say, 100 years is by no means extremely small, and AI alignment research 
holds the promise of significantly reducing its number one component. This means that both 
the returns on risk reduction and the probability of reducing it by targeted actions in the 
present are actually large and therefore not a case of Pascal’s mugging. 

Perhaps the key reason why this misguided argument may appear attractive is the wide 
gap in the perception of the extent of existential risk from misaligned transformative AI 
among scholars who directly work on it, and the broader audience including academic econo-
mists, economic practitioners and politicians. General awareness of the issue is increasing 
only very slowly, and despite recent progress in AI capabilities, in public debates AI is still 
considered mostly a useful tool to work and play with or a disruption to the labor market, 
but not an existential threat. Within economics the impacts of AI are discussed mostly in 
the context of labor market developments (“will robots take our jobs?”, Korinek & Juelfs, 
2022; Eloundou et al., 2023), market concentration and income inequality. In the economics 
literature AI algorithms are habitually lumped together with other “automation technologies” 
which replace people in performing certain cognitive tasks. Full automation and relinquish-
ment of key executive decisions to AI are discussed only on the very fringe of this literature 
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(Trammell & Korinek, 2020; Growiec, 2022a), and so is the existential risk from misaligned TAI 
(Aschenbrenner, 2020; Trammell, 2021; Growiec, 2022a; Jones, 2023). There are at least two 
reasons for this apparent perception gap.

First, the has been no hard historical evidence which could “open people’s eyes”, as it 
was the case for example with nuclear weapons after Hiroshima or pandemics after Covid-19. 
Therefore, the risk is often dismissed as speculative science fiction. 

Second, there is no dollar value attached to this risk, like it is with the risk of corporate 
or sovereign default. This is because markets put value on risks that can be quantified based 
on historical data. Non-quantifiable uncertainty such as military threats or health hazards are 
difficult to price, so in such cases other phenomena are observed such as increased market 
volatility and reduced turnover driven by investors’ wait-and-see strategies. Such develop-
ments have been documented for example in the case of Covid-19 or Russia’s military ag-
gression on Ukraine in 2022. Finally, markets are notoriously bad at pricing latent risks that 
rarely materialize or indeed have never materialized in the past, particularly if they arise as 
externalities from otherwise beneficial phenomena. For example, as the bubble burst in mort-
gage markets causing the Global Financial Crisis of 2007–09, along came the late realization 
that financial development created mounting latent risk which was not adequately priced. 
A similar mechanism is observed with AI development – as long as the existential risk does 
not materialize, its effects are highly beneficial for economic productivity and its risks are 
severely underpriced.

All in all, there are no signs of markets factoring in existential risks from transformative 
AI. This is not surprising given that this risk is clouded with large uncertainty in terms of 
overall probability, timing of the possible disaster and its eventual fallout. (And it is possible 
that the risk is already gradually raising macroeconomic uncertainty, but the source of this 
sort of anxiety remains difficult to track.) However, because complex phenomena are hard to 
predict, markets have been surprised by technological developments many times in the past, 
and there is no reason to believe that the case of TAI would be different. Which is bad news 
given that with existential risks there are no second chances: if the risk materializes, there will 
be no more room for trial-and-error learning.

3.4. Discounting and the value of distant future

Another criticism of longtermism refers to its request that all generations should be treated 
equally, regardless how late in the future they will come to live (McAskill, 2022). This stand-
point runs counter to the long-standing tradition in economics and psychology, which is to 
discount the future. With discounting, the weight of utility of future generations systematically 
declines towards zero with time, making aggregate utility of the humankind finite even in the 
case of an infinite planning horizon. 

Discounting makes a major difference when assessing the value of a long-term future 
which may last thousands or even millions of years. Even with a very low discount rate, the 
contribution of generations in the distant future to aggregate utility becomes close to zero, 
making interventions with immediate impacts relatively more valuable compared to interven-
tions that will only bring results many years down the line. Specifically discounting drastically 
changes the perception of importance of reducing existential risks in the far future. 
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The use of discounting, apart from analytical advantages in economic modelling, has solid 
empirical foundations. In reality, people do discount the future, both the immediate and the 
more distant one. Our short-term impatience is our innate psychological feature; in turn, 
over the longer time horizon discounting to a significant extent reflects the risk of death (of 
oneself or their successors) – we care about the far future relatively less because we, or our 
children, may not live long enough to see it. Moreover, given risk aversion our discounting 
of the future is also partly a result of forming expectations over future periods which are 
shrouded in ever increasing uncertainty.

But longtermism is an ethical stance, not empirical science, so its request not to discount 
the future may reflect a moral desideratum rather than any factual evidence. Perhaps we 
are discounting the future because we are a myopic, irrational species, and if only we could 
lengthen our planning horizon, we would no longer discount the future? Perhaps our coher-
ent extrapolated volition would no longer discount the future?

The bottom line here is that discounting is an important argument against longtermism 
when considering the prioritization of causes for donations. The more strongly we discount 
the future, the more should we spend on the well-being and empowerment of people who 
are alive in the present, rather than existential risk reduction in the far future. But yet again, 
discounting does not affect the conclusion that it should be an important priority to reduce 
imminent existential risks to humanity. As far as we know, existential risk from misaligned TAI 
may materialize within merely one to four decades. Many of us will be still alive at that time!

3.5. Technological singularity and long-term predictions
The prospect of transformative AI produces scenarios of technological singularity which are 
alien to the economics literature. Existing long-term predictions, whether for world GDP 
until 2060 (Organization for Economic Cooperation and Development, 2024), the pace of 
technological change under a semi-endogenous growth framework (Bloom et al., 2020) or 
world population until 2100 (United Nations, 2022), are essentially conservative extrapola-
tions of pre-existing trends, implicitly assuming no significant impact of AI development on 
population and GDP growth. On the one hand, this is commendable given that technological 
prospects are surrounded by large uncertainty, and a central forecast path ought to average 
it out. Especially that there are no signs that a singularity is approaching already (Nordhaus, 
2021). On the other hand, this means that as we go into the future, confidence bounds on 
these estimates should be expected not just to widen, but to really explode because of the 
rising probability mass attached to the scenarios of human extinction as well as a singularity 
scenario with aligned TAI (Growiec, 2022a, 2023), in which economic growth may accelerate 
by at least an order of magnitude, bringing widespread prosperity and advancing our civili-
zation to a new level and allowing it to spread across the cosmos.

While mainstream predictions tend to ignore the prospects of technological singularity, 
there exists a fringe literature which tries to estimate the timing of this qualitative transition 
based on long economic time series by fitting hyperbolic curves with a vertical asymptote. 
Johansen and Sornette (2001) found that the data on global GDP are consistent with a sin-
gularity around the year 2052, “signaling an abrupt transition to a new regime”12. Recently, 

12 Similar super-exponential growth patterns have been documented in ICT data by Nagy et al. (2011).
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Roodman (2020) confirmed this finding with somewhat different data and methodology, and 
his central singularity estimate was in the year 2047. His favorite interpretation of the upcom-
ing singularity was that “the human project is intrinsically unstable.” (p. 31) 

Another approach to estimating the timing of technological singularity assumes explicitly 
that the singularity will require TAI. Therefore one could first estimate the timing of arrival 
of TAI, and then estimate the take-off speed, measured for example as the number of years 
from “AI could readily automate 20% of cognitive tasks” to “AI could readily automate 100% 
of cognitive tasks” (Davidson, 2023). The expected take-off speed is of course difficult to 
estimate ex ante (see the discussion by Hanson & Yudkowsky, 2013), but a first model-based 
guess has already been provided by Davidson (2023). Based on a compute-centric framework 
and assuming that the scaling hypothesis will keep working, he estimates this period to last 
only about 3–5 years.

In order to be better prepared for these alternative futures, one could consider tracking 
also the development paths in which transformative AI is developed in 2030, 2040, 2050, 
2060, etc., rapidly transforming the global economy and society afterwards. In considering 
those scenarios, it is important to note that some outcome measures, such as global GDP 
and people’s aggregate consumption, which have been correlated in a world where economic 
growth serves the needs of people, may cease to be correlated in a world overseen by super-
human general AI. Rather than to increase our consumption, the AI may redirect resources to 
the goal that it is pursuing, as well as to its instrumental goals, such as sustaining its existence 
and increasing its computing capacity. In a world with superhuman general AI, the future of 
humankind may no longer coincide with the future of the civilization that we initiated. The 
key question is then again whether that AI is aligned, which circles back to the high priority 
of AI alignment research, advocated throughout this text.

4. Policy recommendations

Existential risk from misaligned TAI, despite its imminence and severity, has sparked sur-
prisingly little general discussion about the possible policy actions. This is bad news as the 
default outcome – no action – is highly unsatisfactory here because it leads to a world with 
too little AI alignment research in comparison to the pace of advancement in AI capabilities, 
culminating in a high risk of an existential catastrophe. According to Hilton (2022), in 2022 
there were only about 400 people worldwide working on AI alignment; “around $50 million 
was spent on reducing catastrophic risks from AI in 2020 – while billions were spent advanc-
ing AI capabilities”. 

When major threats to the world are discussed in policy circles, the existential threat 
from TAI is rarely a central issue, typically dwarfed by more tangible threats, ranging from 
economic recessions to global climate change. For example, although the agenda of the 
2023 meeting of the World Economic Forum [WEF] in Davos, Switzerland did emphasize “the 
context of the meta trend of the Fourth Industrial Revolution”, it considered it rather as a 
background development which requires quiet adaptation than as a major threat which calls 
for action. According to World Economic Forum [WEF] (2023), most important cyber-threats 
in the coming years include a potential AI-enabled mutating virus that transforms as it infects 
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various digital systems, thereby avoiding detection, as well as known enemies such as phish-
ing, ransomware, malware, etc. One may infer that as far as World Economic Forum official 
documents go, TAI remains beyond the foreseeable horizon. 

On top of that, there is very little coordination of AI policies across countries, and par-
ticularly between the most powerful actors in the field of AI: the USA and China. International 
institutions like the World Economic Forum may sometimes issue calls for greater cooperation 
between companies and countries, to build trust and put safeguards in place, but these calls 
remain without a clear follow-up from policymakers.

Available empirical evidence points at three key policy recommendations.
First, to ramp up public spending on research on existential risks and AI safety. A topic 

of such great global importance should no longer be an underfunded niche, studied only in 
very few select countries and relying on philanthropic funding from EA. Neither should it rely 
solely on AI companies’ own willingness to pursue such research, as in the case of OpenAI’s 
Superalignment project. 

Second, to enforce regulations on the AI sector. Specifically, progress at the frontier of AI 
capabilities research (as well as some of the alignment research) requires performing experi-
ments with big AI models which can only be run at few top labs worldwide. That calls for a 
regulated environment that allows for enforcing effective cooperation among those labs, and 
between those labs and external researchers. 

A related regulatory question pertains to security of the code of most powerful AI algo-
rithms and access to large computing power. Taking the architecture of AI algorithms and 
the digested data volumes as given, their capabilities tend to grow in line with computing 
capacity. Thus, to be able to train and run misaligned TAI, an actor must have access to both 
the requisite hardware and software. If there is only a handful labs with this capacity, it is 
easier to oversee them and enforce prudent safeguards13. Otherwise, there could be an un-
controlled multiplicity of labs working with potentially dangerous AI algorithms, exacerbating 
the aggregate existential risk. Securing access to large computing power could be potentially 
easier than securing the code which can be hacked or released to the public by unilateral 
decision of anyone who is granted access14.

Regulators should also consider the possibility of slowing down AI capabilities research 
to allow alignment research to catch up (Grace, 2022). In a world where there are only few 
actors capable of achieving serious progress in this regard, this should be possible to do. 
Unfortunately, there is no clear metric that would tell us when to pull the brake. If we hear a 
warning signal, it may be already too late.

Third, to build a framework for international cooperation in the AI sector, and preferably 
in the software sector in general. This sector is characterized by the presence of a single, 
global market: new software products are implemented globally over the Internet, and data 
transmission does not respect national boundaries. Global policy in the software sector is 

13  Although, mind, even that could be futile. Past thought experiments such as the “AI in a box” or “oracle AI” have shown 
that containing misaligned TAI will be hard and potentially impossible regardless of the environment.

14 Such actions can even be well intentioned. For example, in 2021 EleutherAI released its large language model to the 
public saying: “We believe the creation and open source release of a large language model is a net good to AI safety.” 
Similarly, in the future an even more powerful model could be made open source, allowing actors to try out various 
capability-enhancing tweaks to it in an unsafe environment.
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necessary to enforce taxation on software companies (necessary to combat the rising global 
inequality) and to effectively impose laws on privacy and intellectual property rights. Above 
all, though, global policy is needed in order to avoid creating loopholes and “data havens” 
that would be exploited by companies developing unsafe AI, wishing to take over the global 
market and unwilling to be subjected to regulatory oversight.

Outcomes of actions taken in 2023, after the release of GPT-4, indicate that following the 
above policy recommendations will be hard. First, a broad-based bottom-up initiative of a 
6-month pause in training of AI systems bigger than GPT-4, publicized on March 22, 2023, did 
not visibly slow down the race dynamic among top AI labs towards more and more capable 
AI. Second, OpenAI’s in-house alignment project (Leike & Sutskever, 2023) initiated on July 
5, 2023, appears both ambitious, given its four-year deadline, and risky, given the company’s 
stated goal “to build a roughly human-level automated alignment researcher (…) [and] then 
use vast amounts of compute to scale our efforts, and iteratively align superintelligence.” It is 
unclear how OpenAI wants to make sure that this “automated alignment researcher” will not 
be misaligned TAI itself. Third, a high-profile AI Safety Summit was held on November 1–2, 
2023 in the famous Bletchley Park, UK, indicating that policymakers may be finally waking up 
to the challenge of regulating the AI sector and reducing the existential risk it poses. Soon 
after, on December 8, 2023, the European Union finally agreed upon its AI Act, more than two 
years after circulating its first draft. Both developments went in the direction of more safety 
regulation, but their timing also highlighted that policymaking tends to react late to upcom-
ing risks, and international coordination, particularly beyond the EU, must be strengthened.

All in all, would any combination of aforementioned policy responses be strong enough 
in the face of the approaching civilizational filter? It is unclear. On April 1, 2022, Yudkowsky 
on behalf of the Machine Intelligence Research Institute announced the new “death with 
dignity” strategy towards transformative AI. He wrote: “It’s obvious at this point that humanity 
isn’t going to solve the alignment problem, or even try very hard, or even go out with much 
of a fight. Since survival is unattainable, we should shift the focus of our efforts to helping 
humanity die with slightly more dignity” (Yudkowsky, 2022). For an April Fools article, it was 
taken surprisingly seriously – probably because this grim “joke” contained a grain of truth. 
AI alignment is a very hard problem to solve, we will have only once chance to get it right – 
there will be only one critical try – and there will be no advance warning that TAI is coming. 
But what we do know is that in the face of this mounting challenge, coordinated policy action 
is clearly needed.

5. Conclusions

The current paper has organized and provided new economic perspectives on a number of 
threads of discussion related to the existential risk from TAI, complementary to the existing 
perspectives from philosophy and computer science. 

 Needless to say, this paper has a number of limitations. The main limitation is that 
it discursively addresses a number of questions which in fact require specific, quantitative 
responses that cannot be provided without larger, targeted research effort. Second, it ad-
dresses a fast-changing field, providing a momentary snapshot in one moment in time, but 
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not being able to predict its trajectory for the future, particularly with regard to policy actions 
and new technological breakthroughs. 

The research questions developed in the current paper are the following. First, the eco-
nomics literature ought to better describe the characteristics of the economy at technological 
singularity, i.e., in the presence of superhuman TAI. In particular one needs to build models 
of hypothetical worlds in which decision-making capacities are passed from the humans 
(households, firms, etc.) to the TAI. Under which circumstances will the TAI decide to keep 
humans alive, and perhaps even serve our needs? One should also address the question 
of distribution of output among the world population in a world where all jobs can be 
automated and wages are no longer a viable distribution device. Second, we are in need 
of quantitative studies which would weigh the extinction risk from TAI against its potential 
promises (e.g., of accelerated economic growth and technological progress), including the 
ones which will only benefit generations in the far future. It seems that neither the longtermist 
standpoint which does not discount the future, nor the business-as-usual approach ignoring 
AI-related existential risk, are sufficient approximations of this fundamental trade-off. Third, 
and perhaps most important, research question for economists is how to design incentives 
for AI labs so that they would abandon their race towards TAI, in which they largely ignore 
the alignment problem in practice, and instead they would focus on ensuring that the future 
TAI will be friendly?
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