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Abstract. Preference ordering structures are useful and popular tools to represent experts’ prefer-
ences in the decision making process. In the existing preference orderings, they lack the research 
on the precise relationship between any two adjacent alternatives in the preference orderings, and 
the decision making methods are unreasonable. To overcome these issues, this paper establishes a 
novel concept of linguistic preference ordering (LPO) in which the ordering of alternatives and the 
relationships between two adjacent alternatives should be fused well, and develops two transforma-
tion models to transform each LPO into the corresponding double hierarchy linguistic preference 
relation with complete consistency. Additionally, to fully respect the experts’ expression habits and 
provide more refined solutions to experts, this paper establishes a multi-stage consensus optimi-
zation model by considering the suggested preferences represented in both the continuous scale 
and the discrete scale, and develops a multi-stage interactive consensus reaching algorithm to deal 
with multi-expert decision making problem with LPOs. Furthermore, some numerical examples 
are presented to illustrate the developed methods and models. Finally, some comparative analyses 
between the proposed methods and models and some existing methods have been made to show 
the advantages of the proposed methods and models.

Keywords: linguistic preference orderings, double hierarchy linguistic preference relations, consen-
sus, multi-stage optimization models, multi-expert decision making.
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Introduction

Multi-expert decision making (MEDM) (or Group decision making) can be regarded as 
a situation in which a group of experts are invited to provide their individual opinions by 
evaluating the given alternatives, and then select the optimal alternative(s). As useful and 
popular tools, preference ordering structures have been proposed by some scholars (Chiclana 
et al., 1998; González-Pachón & Romero, 2001; He & Xu, 2018; Hervés‐Beloso & Cruces, 
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2018; Liang et al., 2018; Schubert, 1995; Tanino, 1984; Xu, 2013; Zhang et al., 2018), which 
have been used to express experts’ preferences regarding all alternatives by ordering struc-
tures. Considering that experts may have different expression habits, knowledge backgrounds 
and cognitive levels, the preference ordering structures provided by them may be represented 
by different forms such as preference orderings (Chiclana et al., 1998; Schubert, 1995; He & 
Xu, 2018; Zhang et al., 2018), interval preference orderings (González-Pachón & Romero, 
2001), fuzzy preference orderings (Beliakov et al., 2017; Tanino, 1984), continuous prefer-
ence orderings (Hervés‐Beloso & Cruces, 2018), hesitant preference ordering sets (He & Xu, 
2018), etc. For instance, suppose that { }1 2 3 4, , ,A A A A  is a set of alternatives, then { }2, 1, 4, 3  
is a preference ordering in which the positive integers are used by the experts to show the 
order positions of alternatives. Similarly, other preference orderings can be represented by 
different forms of preference information such as interval positive integers, hesitant fuzzy 
numbers, etc. 

However, two critical problems about the existing preference orderings have not yet been 
fully addressed:

(1) The existing preference orderings can only reflect the ranking ordering of alternatives, 
but lack the research on the precise relationship between any two adjacent alternatives 
in the preference orderings. In other words, the existing preference orderings default 
to the same relationship between two adjacent alternatives in the preference orderings 
(Chiclana et al., 1998). For example, when evaluating the comprehensive quality of 
three cars { }1 2 3, ,A A A , the expert may say “A2 is very better than A1, and A1 is slightly 
better than A3”. However, we can only obtain the preference ordering { }2, 1, 3 , but 
ignore the words that involve the relationships between any two adjacent alternatives 
such as “very better” and “slightly better”. Therefore, to represent preferences more 
comprehensively and correctly, the preference ordering should include not only the 
ordering of alternatives, but also the relationships between any two adjacent alterna-
tives in preference ordering.

(2) The existing methods mainly aggregate the preference orderings and then obtain the 
final ordering of all alternatives (He & Xu, 2018). However, because the relationships 
between any two adjacent alternatives are usually unbalanced, so there is an urgent 
need to deal with the preference orderings that contain both the ordering of alterna-
tives and the relationships between two adjacent alternatives.

To overcome the first problem, it is necessary to establish a novel preference ordering 
structure in which the ordering of alternatives and the relationships between two adjacent 
alternatives should be fused well. Considering that natural languages are more in line with 
the real thoughts of people, we can use linguistic information to represent the relationships 
between two adjacent alternatives. In recent years, lots of linguistic representation models 
have been developed such as simple linguistic representation model (Zadeh, 1975), virtual 
linguistic representation model (Xu, 2005), 2-tuple linguistic model (Herrera & Martínez, 
2000), etc. However, when expressing some complex linguistic information, there are some 
gaps. For instance, some linguistic models only contain parts of the original linguistic infor-
mation, and some linguistic labels or numerical scales have no clear meaning. To overcome 
these gaps, double hierarchy linguistic term set (DHLTS) was defined by Gou et al. (2017), 
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and it can be used to handle complex linguistic information well by dividing them into two 
simple linguistic hierarchies where the first hierarchy linguistic term set (LTS) is the main 
linguistic hierarchy and the second hierarchy LTS is the linguistic feature or detailed supple-
mentary of each linguistic term in the first hierarchy LTS (Gou et al., 2017). Therefore, in 
this paper, we develop a novel concept of linguistic preference ordering (LPO) by combining 
the preference ordering and double hierarchy linguistic terms (DHLTs, the basic elements of 
DHLTS). Additionally, depending on the interests of the experts, there exist two situations: 
One is that all alternatives are in a preference ordering, which is called the LPO in continu-
ous form; The other one is that a set contains several preference orderings, and each of them 
only consists of the relationship of two alternatives, which is called the LPO in decentralized 
form. Therefore, we will focus on dealing with two kinds of LPOs in continuous form and 
in decentralized form.

To overcome the second problem, this paper introduces the concept of double hierarchy 
linguistic preference relation (DHLPR) (Gou et al., 2019). Then we can equivalently trans-
form each LPO into the corresponding DHLPR with complete consistency. Additionally, 
we can obtain the final decision making result by proposing some consensus models with 
DHLPRs, which is equal to the decision making result with LPO information.

For achieving consensus among a group of experts, lots of consensus reaching approaches 
and models over preference relations have been developed in recent years (Del Moral et al., 
2018; Gou et al., 2018a; Kacprzyk & Fedrizzi, 1988; Kamis et al., 2018; Lan et al., 2018; Liao 
et al., 2016; Morente-Molinera et al., 2018, 2019; Wu et al., 2018; Zhang & Chen, 2019; Zhu & 
Xu, 2018). However, most of the consensus models are generally iterative models that utilize 
heuristics as their calculation tools such as some automatic improvement models (Gou et al., 
2018a; Liao et al., 2016; Zhang & Chen, 2019) and feedback mechanism-based improvement 
models (Gou et al., 2018a; Liao et al., 2016; Wu et al., 2018). Therefore, the most important 
defect of these consensus models mentioned above is that we have to go through trial and 
error before reaching a consensus or even failing to reach a consensus.

In contrast, some scholars developed another popular tool named as optimization model 
to help experts achieve consensus (Ben-Arieh & Easton, 2007; Fan et al., 2006; Meng et al., 
2019; Wan et al., 2018; Wu et al., 2019a, 2019b; Xu et al., 2018; Yu & Xu, 2020; Zhang et al., 
2018a, 2019; Zhang & Pedrycz, 2018). As far as we know, the most important advantage of 
optimization models is that they can provide the adjusted preference solutions directly by set-
ting goals and solving the established models. Therefore, these adjusted preference solutions 
are optimal to a certain degree of objectivity, and can be understood and accepted by experts 
in a feedback strategy. Zhang and Pedrycz (2018) built several goal programming models 
to manage consistency and consensus of intuitionistic multiplicative preference relations. 
Furthermore, the interactive consistency process and interactive consensus process based on 
the multi-stage models are also designed (Wu et al., 2019a). Fan et al. (2006) constructed a 
linear goal programming model to integrate the two different formats of preference relations 
and to achieved consensus. Zhang, Liang, Gao and Zhang (2018a) proposed a consensus-
oriented aggregation model to obtain a collective opinion with maximum consensus degree 
by minimizing the information deviation between individual and collective opinions. Wu, 
Ren and Xu (2019b) constructed an optimization model to directly identify hesitant fuzzy 
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linguistic preference values, which greatly improves the efficiency of the consensus reaching 
process. Zhang et al. (2019) developed a multi-stage optimization-based consensus reaching 
processes, which have better comprehensive consensus efficiency in different group decision 
making settings.

Although different kinds of optimization methods and models have been developed to 
solve consensus issues for different preference relations. However, two key problems have 
not been adequately addressed.

Firstly, when feedbacking modification suggestions to the corresponding experts in con-
sensus reaching process, the suggested preferences for improving consensus are usually rep-
resented in continuous forms (Xu et al., 2016). However, these preferences with continuous 
forms usually have no clear meanings considering that the original preference terms have 
been expressed by discrete terms (Kou & Lin, 2014). Thus, it is very interesting and chal-
lenging to research the correspondence between the suggested preferences and the given 
original discrete terms. Additionally, some scholars also developed some models in which 
the suggested preferences are represented by discrete scales (Wu & Xu, 2018). Therefore, 
motivated by Wu, Huang and Xu (2019a) and to fully respect the experts’ expression habits, 
in this paper, we focus on establishing some consensus optimization models by considering 
the suggested preferences represented in both the continuous scale and the discrete scale.

Secondly, most of the existing optimization models only focus on minimizing the size 
of change for preferences and did not consider the uniqueness of the obtained solutions. As 
far as we know, there usually are multiple optimal solutions when solving an optimization 
model, so it is unreasonable to consider only one aspect of them. Therefore, to provide more 
refined solutions to experts, this paper develops a multi-stage consensus optimization model 
which consists of three objectives including minimizing the deviations of the modification 
magnitudes, minimizing the cardinal number of modifications while keeping the value of 
the first objective constant, and minimizing the number of experts who need to change their 
evaluations.

The main innovation points of this paper are highlighted as follows:
(1) By combining the preference ordering and double hierarchy linguistic terms (DHLTs), 

we develop two novel concepts of LPOs, which are in continuous form and in decen-
tralized form, respectively.

(2) Two equivalent transformation models are developed to transform LPOs into the 
corresponding DHLPRs with complete consistencies.

(3) A multi-stage consensus optimization model is established by considering suggested 
preferences represented in both the continuous scale and the discrete scale. Addition-
ally, the proposed optimization model can optimize three objectives simultaneously.

(4) Some comparative analyses are discussed to show the advantages of the equivalent 
transformation models used to transform the LPOs into the corresponding DHLPRs 
with complete consistencies and the proposed optimization model.

The remainder of the paper is organized as follows: Section 1 reviews some related con-
cepts of preference ordering and DHLPR. Section 2 discusses two kinds of LPOs, and de-
velops two transformation models to transform LPOs into DHLPRs. Section 3 establishes 
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a multi-stage consensus optimization model and sets up an interactive consensus reaching 
algorithm with LPOs. Section 4 gives some numerical examples and comparative analyses 
with the existing methods. Some concluding remarks are summarized in last section. A flow 
chart can be drawn to show the main work of this paper in Figure 1.

1. Preliminaries

As the basis of this paper, some related concepts are reviewed in this section including prefer-
ence ordering and DHLPR.

1.1. Preference ordering

In the decision making process, many experts may like to provide their preferences using 
preference orderings of alternatives. Recently, lots of preference orderings have been pro-
posed (Chiclana et al., 1998; González-Pachón & Romero, 2001; He & Xu, 2018; Hervés‐
Beloso & Cruces, 2018; Liang et al., 2018; Schubert, 1995; Tanino, 1984; Xu, 2013; Zhang 
et  al., 2018b). Let { }= 1 2, ,..., mA A A A  be a set of alternatives, { }= 1 2, ,..., nE e e e  be a set of 
experts. Then the concept of classical preference ordering (Chiclana et  al., 1998) are 
shown as follows: An expert ek provides his/her preference on A as a preference ordering, 

{ }( )= =1 2, ,..., 1,2,...,k k k k
mO o o o k n

 
, where ( )=1,2,...,k

io i m  denote the positional orders of the 
alternatives ( )=1,2,...,iA i m . 

To deal with preference orderings in actual decision making, some scholars developed 
several transformation functions to transform preference ordering into fuzzy preference rela-
tion (FPR). In general, a FPR ( )

×
= ij m m

P p , should satisfy ∈[0,1]ijp  and + =1ij jip p .
Chiclana et al. (1998) developed two functions, denoted as g1 and g2, to transform prefer-

ence ordering Ok into the FPR ( )
×

=k k
ij m m

P p :

(1)  1g : ( ) ( )
 >= − = ≠ <

1 1
0

k k
j ik k k

ij j i k k
i j

if o o
p g o o i j

if o o
;
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(2)  2g : ( )
 >
= − = =


<

2

1
1
2
0

k k
j i

k k k k k
ij j i j i

k k
j i

if o o

p g o o if o o

if o o

;

(3) By defining the concept of utility value 
−

=
−1

k
i

i
m o

u
m

, Dombi (1995) utilized 

a function g3 to transform preference ordering Ok into the FPR Pk, where 

( ) ( )= − = + −3 1 1
2

k
ij i j i jp g u u u u ;

(4) By the utility values given by Tanino (1988), Chiclana et  al. (1998) utilized a 
function g4 to transform the preference ordering Ok into the FPR Pk, where 

( )
 
 = − = + −
 − − 

4 1 1
2 1 1

k kj ik k k
ij j i

o o
p g o o

m m
.

1.2. Double hierarchy linguistic preference relation

Considering that people usually use natural languages to talk with others, express emo-
tions or comments on something, etc. Therefore, natural languages are in line with the real 
thoughts of experts and Zadeh (1975) proposed fuzzy linguistic approach to deal with them. 
As we mentioned in Section 1, DHLTS (Gou et al., 2017), as a popular complex linguistic 
representation tool, can be used to represent complex linguistic information directly based 
on two hierarchy LTSs. Let { }= = −τ − τ,..., 1,0,1,...,tS s t  be the first hierarchy LTS, and 

{ }= = −ς − ς,..., 1,0,1,...,t t
kO o k  be the second hierarchy LTSs of the linguistic term st in S, 

and they are fully independent. A DHLTS, sO, is in mathematical form of

 { }< >= = −τ − τ = −ς − ς,..., 1,0,1,..., ; ,..., 1,0,1,...,t
k

O t oS s t k   (1)

we call < >t
kt os  the DHLT, where t

ko  expresses the second hierarchy linguistic term of the 
linguistic term st in S. For convenience, a unified form { }< >= = −τ − τ = −ς − ς,..., 1,0,1,..., ; ,..., 1,0,1,...,

k
O t oS s t k

 { }< >= = −τ − τ = −ς − ς,..., 1,0,1,..., ; ,..., 1,0,1,...,
k

O t oS s t k  can be used to express the DHLTS.
In recent two years, lots of studies about double hierarchy linguistic information and dou-

ble hierarchy hesitant fuzzy linguistic information have been developed including preference 
relations (Gou et al. 2018a, 2020, 2019a, 2019b), measure methodologies (Fu & Liao, 2019) 
and decision methodologies (Gou et al., 2017, 2018a, 2020; Gou & Liao, 2019; Krishankumar 
et al. 2019; Liu et al., 2019; Montserrat-Adell et al., 2019), etc.

To facilitate the calculations, Gou et al. (2017) proposed two functions to make the mu-
tual transformations between the DHLT and the numerical scale: 

Definition 1.1 (Gou et al., 2017). Let { }< >= ∈ −τ τ ∈ −ς ς      , ; ,
kO t oS s t k  be a continuous 

DHLTS, Then the numerical scale g and the subscript ( ),t k  of the DHLT < >kt os  which 
expresses the equivalent information to the membership degree g can be transformed to 
each other by the following functions f and −1f :

 
( ) ( )+ τ + ς

−τ τ × −ς ς → = = g           ςτ
: , , 0,1 , , ;

2
k t

f f t k   (2)
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 ( ) ( ) ( )( )
− −

ς τg−τ− τg−τ  ς τg−τ− τg−τ −    
→ −τ τ × −ς ς g = τg − τ < >= τg − τ + < >                  

1 1
2 2 2 2 1

: 0,1 , , , 2 2 1f f o o
      

                
( ) ( ) ( )( )

− −
ς τg−τ− τg−τ  ς τg−τ− τg−τ −    

→ −τ τ × −ς ς g = τg − τ < >= τg − τ + < >                  
1 1

2 2 2 2 1
: 0,1 , , , 2 2 1f f o o .  (3)

Suppose that < >kt os , < >1
1k

t os  and < >2
2k

t os  are three DHLTs, and ( )λ ≤ λ ≤0 1  is a real 
number. Then,

(1) 
+

< > < > + < >⊕ =1 2 1 2
1 2 1 2k k k k

t o t o t t os s s , if + ≤ τ + ≤ ς1 2 1 2,t t k k ;
(2) 

λ< > λ < >λ =
k kt o t os s .

In the GDM problem with double hierarchy linguistic preference environment, let A and 
E be the fixed set of alternatives and experts respectively, the experts evaluate alternatives and 
provide their preference information expressed by DHLPRs (Gou et al., 2017). The DHLPR 
is defined as follows:

Definition 1.2 (Gou et al., 2017). Let { }< >= = −τ − τ = −ς − ς,..., 1,0,1,..., ; ,..., 1,0,1,...,
kO t oS s t k  

be a DHLTS. A DHLPR R is presented by a matrix ( )
×

= ⊂ ×ij m m
R r A A, where ∈ij Or S

( )=, 1,2,...,i j m  is a DHLT, indicating the degree of the alternative Ai over Aj. For all 
=, 1,2,...,i j m, ( )<ijr i j  satisfies the conditions < >+ =

00ij ji or r s  and < >=
00ii or s .

2. Linguistic preference orderings and transformation models

In this section, two kinds of LPOs in continuous form and in decentralized form respectively 
are proposed firstly. In addition, two definitions of additively consistent DHLPRs from differ-
ent angles are developed, and we propose two corresponding consistency measures. Finally, 
two kinds of equation sets are introduced to transform LPOs into DHLPRs with complete 
consistencies.

2.1. The description of two LPOs

In the MEGM process, when experts evaluate all alternatives and provide their preference 
orderings, two forms of LPOs are very familiar. One is to rank all alternatives using a LPO 
in continuous form directly, and the other one is to give the relationship between any two 
alternatives and then all these relations make up a set of preference orderings. The descrip-
tions of these two LPOs are given in detail below:

(1) The LPO in continuous form

Let { }< >= = −τ − τ = −ς − ς,..., 1,0,1,..., ; ,..., 1,0,1,...,
kO t oS s t k  be a DHLTS. Suppose that 

an expert ae  provides his/her linguistic preference information on a set of alternatives
{ }= 1 2, ,..., mA A A A  by a LPO denoting as: 

 ( )

( ) ( )( )

( )

( ) ( )( ) ( ) ( )( )

( )

σ σ σ σ σ − σ
< > < > < >

σ σ σ

 
 

′ = > > > 
 
 

1 , 2 2 , 3 1 ,

1 2 ...

m m
t o t o t ok k k

s s s
a a a a

mLPO A A A , (4)

where ( ) ( )( )
ς

− σ σ +
τ< >< >=

⊕ ≤
1 , 1

1 k

m i i
ot oi

s s , ( )σ
a

iA  denotes the -thi  largest alternative, and the linguistic 
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preference, denoted as a DHLT ( ) ( )( )σ σ +
< >

, 1

k

i i
t os , means that the degree of the -thi  largest alter-

native is better than the +1-thi  largest alternative. Without loss of generality, the lower the 
position of an alternative in a LPO is, the better the alternative will be. 

For example, suppose that a set of alternatives is { }= 1 2 3 4, , ,A A A A A , and a LPO in con-

tinuous form may be denoted as 
  ′ = > > > 
  

2 3 1 4

a little high very much high only a little very high
LPO A A A A

 
. 

This LPO means that the ordering of alternatives is > > >2 3 1 4A A A A  and ( )σ = 21A A , 

( )σ = 32A A , ( )σ = 13A A , and ( )σ = 44A A . Additionally, A2 is a little higher than A3, A3 is very 
much higher than A1, and A1 is absolutely higher than A4.

Remark 2.1. For a LPO in continuous form, considering that the evaluation ( ) ( )( )σ σ
< >
1 ,

k

m
t os  

between the alternative ranked in the first position A1 and that in the final position Am 
must be less than 

ςτ< >os , and the sum of all evaluations in the LPO should be equal to 
( ) ( )( )σ σ

< >
1 ,

k

m
t os . Therefore, we have ( ) ( )( ) ( ) ( )( )

ς

−σ σ σ σ +
τ< >< > < >=

= ⊕ ≤
11 , , 1

1k k

mm i i
ot o t oi

s s s .

(2) The LPO in decentralized form

Considering that the complexity of things and the fuzziness of people’s cognition, sometimes 
some experts prefer to give some pairwise comparisons between any two alternatives, rather 
than provide a complete preference ordering. Suppose that an expert ea provides his prefer-
ence information on a set of alternatives A by a LPO in decentralized form, which is a set of 
preference ordering pairs and can be denoted as:

 
< >

< >

 
 ′′ = > ∈ = ≠ 
 
 

, , 1,2,..., ;

ij
t ok

k

s
ija a a

i j Ot oLPO A A s S i j m i j , (5)

where < >k

ij
t os  expresses the relationship between the alternatives a

iA  and a
jA  ( )= ≠, 1,2,..., ;i j m i j ( )= ≠, 1,2,..., ;i j m i j . 

Remark 2.2. In a LPO ′′aLPO , to obtain the preference information more completely and 
transform the LPO into DHLPR successfully and exactly, the original preference pairs 
should contain all alternatives and should also have some relations among alternatives 
directly or indirectly. Therefore, the number of the preference ordering pairs should not 
be less than m  – 1. For example, suppose that a set of alternatives { }= 1 2 3 4, , ,A A A A A  , 
and an expert provides his/her LPO in decentralized form, which is denoted as 

  ′′ = > > > 
  

2 3 2 1 4 3, ,
a little high very much high only a little very high

LPO A A A A A A . In ′′LPO , we find that 

the original preference pairs >2 3

a little high
A A , >4 3

only a little very high
A A , and >2 1

very much high
A A  

have relationships directly. However, the relationships between A1 and A3, between A1 and 
A4, and between A2 and A4 are indirectly, which can be obtained by a method proposed 
in Subsection 2.3.
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2.2. The consistency measure of DHLPR

As we discussed in Introduction, it is necessary to transform all LPOs into DHLPRs and 
obtain the uniformed information when the original linguistic preferences are represented 
by LPOs. As we know, the most important and primary work is to ensure that all DHLPRs 
are consistent before making a decision with DHLPRs. Therefore, this paper will develop 
transformation models which can obtain the DHLPRs with acceptable additive consistencies. 
Before establishing the transformation models, the definition of additive consistent DHLPR 
should be proposed firstly.

Definition 2.1. A DHLPR ( )
×

= ⊂ ×ij m m
R r A A can be called an additively consistent DHL-

PR if it satisfies

 ( )ρ ρ= + ρ = ≠, , 1,2,..., ,ij i jr r r i j m i j . (6)

Based on Definition 3.1, a theorem can be developed as follows:

Theorem 2.1. Let ( )
×

= ⊂ ×ij m m
R r A A  be a DHLPR. If ( )ρ ρ

ρ=

 
= ⊕ +  

 1

1 m

ij i jr r r
m

 for ρ = ≠, , 1,2,..., ,i j m i j 
ρ = ≠, , 1,2,..., ,i j m i j , then ( )

×
= ⊂ ×ij m m

R r A A  is an additively consistent DHLPR.
Additionally, based on the transformation function f, the definition of an additive con-

sistency for a DHLPR also can be developed as follows:

Definition 2.2. A DHLPR ( )
×

= ⊂ ×ij m m
R r A A  can be called an additively consistent 

DHLPR if it satisfies

 ( ) ( ) ( ) ( )ρ ρ= + − ρ = ≠0.5 , , 1,2,..., ,ij i jf r f r f r i j m i j . (7)

Similarly, a theorem can be obtained as follows:

Theorem 2.2. Let ( )
×

= ⊂ ×ij m m
R r A A  be a DHLPR. If ( ) ( ) ( )( )ρ ρ

ρ=

 
= ⊕ + −  

 1

1 0.5
m

ij i jf r f r f r
m

 

for ρ = ≠, , 1,2,..., ,i j m i j , then ( )
×

= ⊂ ×ij m m
R r A A  is an additively consistent DHLPR. 

In actual decision making process, it is very important to check whether a DHLPR is 
with acceptable consistency. Based on Theorem 3.2, a consistency index (CI) for a DHLPR 
is defined as follows:

Definition 2.3. Let ( )
×

= ⊂ ×ij m m
R r A A  be a DHLPR. Then the consistency index for R is 

obtained as: 

 ( ) ( )( ) ( ) ( ) ( )
−

ρ ρ
= = ≠ ρ= ρ≠

= − − − +
− − ∑ ∑ ∑

1

1 1, 1, ,

21 0.5
3 1 2

m m m

ij i j
i j j i i j

CI R f r f r f r
m m m

. (8)

Obviously, ( ) =1CI R  means that ( ) ( ) ( )ρ ρ= + − 0.5ij i jf r f r f r , which is equivalent to 

( ) ( )( ) ( )( )ρ ρ− = − + −0.5 0.5 0.5ij i jf r f r f r , and this situation is called additive transitivity or 
additive consistency (Herrera-Viedma et al., 2004).

Additionally, there exists a mass of redundant computations in Eq. (8). For example, let 

( ) ( ) ( )ρ ρ ρδ = − − + 0.5ij ij i jf r f r f r , then we can obtain that ρ ρ ρ ρ ρ ρδ = δ = δ = δ = δ = δij i j ji j i ij ji 
. 

Therefore, Eq. (8) can be rewritten as:
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( ) ( )( ) ( ) ( ) ( )

−

ρ ρ
≤ < <ρ≤

= − − − + =
− − ∑

1

1

41 0.5
1 2

m

ij i j
i j m

CI R f r f r f r
m m m

                
( )( ) ( ) ( ) ( )

− −

ρ ρ
= = + ρ= +

− − − +
− − ∑ ∑ ∑

2 1

1 1 1

41 0.5 .
1 2

m m m

ij i j
i j i j

f r f r f r
m m m

 (9)

Based on Eq. (7), the DHLPR   is completely consistent when ( ) =1CI R . In actual 
decision-making process, however, it is very difficult that the DHLPRs provided by experts 
are completely consistent. Therefore, setting a consistency threshold, denoted by CI , is nec-
essary in the beginning of decision-making (Dong et al., 2008; Gou et al., 2020, 2019b). In 
this paper, we refer to the consistency thresholds developed by Gou, Liao, Wang, Xu, and 
Herrera (2020), which are listed in Table 1 where m is the number of alternatives and T is 
the number of linguistic terms in the first hierarchy LTS.

Table 1. The values of consistency thresholds CI  based on different m and T

m = 3 m = 4 m = 5 m = 6 m = 7 m = 8

T = 5 0.8793 0.6970 0.6512 0.6226 0.6030 0.5888
T = 9 0.8897 0.8485 0.8256 0.8113 0.8015 0.7944

T = 17 0.9448 0.9242 0.9128 0.9056 0.9007 0.8972

If ( ) <CI R CI , then the experts need to revise their preference information according to 
the feedback.

2.3. The transformation models for transforming LPOs into DHLPRs

Based on these two kinds of LPOs discussed in Subsection 3.1, we can develop two trans-
formation models to transform LPOs into DHLPRs on the basis of the additively consistent 
DHLPRs, respectively. 

Firstly, for a ( )

( ) ( )( )

( )

( ) ( )( ) ( ) ( )( )

( )

σ σ σ σ σ − σ
< > < > < >

σ σ σ

 
 

= > > > 
 
 

1 , 2 2 , 3 1 ,

1 2 ...

m m
t o t o t ok k k

s s s

mLPO A A A , we can transform 

the LPO into a completely consistent DHLPR ( )
×

= ij m m
R r  on the basis of Theorem 2.1 or 

Theorem 2.2.
To get  al. preference information of a DHLPR, we only need to calculate the ele-

ments of the upper triangular matrix. For a DHLPR ( )
×

= ij m m
R r , the elements of main 

diagonal is ( )< >= =
00 1,2,...,ii or s i m . Additionally, we can also obtain the elements of 

( ) ( )
( ) ( )( ) ( )σ σ +

σ σ + < >= = −
, 1

1 1,2,..., 1
k

i i
i i t or s i m  from the given LPO directly. Then we can only 

need to calculate the remaining elements of the upper triangular matrix and the number of 
them is ( )( )− −1 2 2m m . 

Based on Definition 2.1 and Theorem 2.1, we develop an equation set including 
( )( )− −1 2 2m m  equations, which can be used to obtain the remaining elements of the 
upper triangular matrix:
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( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )

( ) ( ) ( ) ( )( )

σ σ σ ρ ρ σ σ σ σ ρ ρ σρ= ρ=

σ σ σ ρ ρ σ σ σ σ ρ ρ σρ= ρ=

σ − σ σ − ρ ρ σρ=

    
= ⊕ + = ⊕ +           

    
= ⊕ + = ⊕ +           




  = ⊕ +   
 

1 , 3 1 , , 3 1 , 1 , ,1 1

2 , 4 2 , , 4 2 , 2 , ,1 1

2 , 2 , ,1

1 1;...; ,

1 1;...; ,

...
1 .

m m

m m

m m

m m

m

m m m m

r r r r r r
m m

r r r r r r
m m

r r r
m

 (10)

Similarly, based on Definition 2.2 and Theorem 2.2, the other kind of equation set can be 
developed to obtain the remaining elements of the upper triangular matrix:

( ) ( )( ) ( )( ) ( )( )( ) ( ) ( )( ) ( )( ) ( )( )( )
( ) ( )( ) ( )( ) ( )( )( ) ( ) ( )( ) ( )( ) ( )( )( )

( ) ( )( ) ( )( ) ( )( )( )

σ σ σ ρ ρσ σ σ σ ρ ρσρ= ρ=

σ σ σ ρ ρσ σ σ σ ρ ρσρ= ρ=

σ − σ σ − ρ ρσρ=

   
= ⊕ + − = ⊕ + −      

   
   

= ⊕ + − = ⊕ + −      
   


= ⊕ + −



1 3 1 3 1 11 1

2 4 2 4 2 21 1

2 21

1 10.5 ;...; 0.5 ,

1 10.5 ;...; 0.5 ,

...
1 0.5

m m

m m

m m

m m

m

m m m m

f r f r f r f r f r f r
m m

f r f r f r f r f r f r
m m

f r f r f r
m











 

.

  

(11)

Obviously, in both models (10) and (11), some repeating elements ( )=1,2,...,iir i m  exist 
in every equation. Therefore, the models (10) and (11) are rewritten as follows: 

( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( ) ( )( )

( ) ( )

σ σ σ ρ ρσ σ σ σ ρ ρσρ= ρ≠σ ρ≠σ ρ= ρ≠σ ρ≠σ

σ σ σ ρ ρσ σ σ σ ρ ρσρ= ρ≠σ ρ≠σ ρ= ρ≠σ ρ≠σ

σ − σ ρ=

   
= ⊕ + = ⊕ +      − −   

   
= ⊕ + = ⊕ +      − −   

= ⊕
−

1 3 1 3 1 11, 1 , 3 1, 1 ,

2 4 2 4 2 21, 2 , 4 1, 2 ,

2 1,

1 1;...; ,
2 2

1 1;...; ,
2 2

...
1
2

m m

m mm
m m

m mm

m m

r r r r r r
m m

r r r r r r
m m

r
m ( ) ( ) ( ) ( )( )σ − ρ ρσρ≠σ − ρ≠σ










  +   
 

22 ,
;

m

m mm m
r r

  

(12)

( ) ( )( )
( )
( )

( )( ) ( )( )( ) ( ) ( )( )
( )
( )

( )( ) ( )( )( )

( ) ( )( )
( )
( )

( )( ) ( )( )( ) ( ) ( )( )
( )
( )

( )( )

σ σ σ ρ ρσ σ σ σ ρ ρσρ= ρ=
ρ≠σ ρ≠σ
ρ≠σ ρ≠σ

σ σ σ ρ ρσ σ σ σ ρρ= ρ=
ρ≠σ ρ≠σ
ρ≠σ ρ≠σ

   
   
   = ⊕ + − = ⊕ + −   − −   
   
   
 
 
 = ⊕ + − = ⊕ + − − 
 
 

1 3 1 3 1 11 1
1 1
3

2 4 2 4 2 21 1
2 2
4

1 10.5 ;...; 0.5 ,
2 2

1 10.5 ;...;
2 2

m m

m m

m

m m

m

m

f r f r f r f r f r f r
m m

f r f r f r f r f r
m m ( )( )( )

( ) ( )( ) ( ) ( ) ( )( ) ( )( )( )

ρσ

σ − σ σ − ρ ρσρ= ρ≠σ − ρ≠σ







    
  −  
  
  

 

  

= ⊕ + −   −  
2 21, 2 ,

0.5 ,

...
1 0.5 .
2

m

m

m m m mm m

f r

f r f r f r
m

  

(13)

Remark 2.3. When we transform the second kind of LPO in decentralized form, the fun-
damental is also to calculate the unknown elements with the existing linguistic preference 
information. Therefore, we can also utilize the model (12) or (13) to obtain the remaining 
elements of a DHLPR. Additionally, considering that the DHLPR is developed based on 
Theorems 2.1 and 2.2, so the obtained DHLPR   is completely consistent.
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Two examples can be set up to show the process of transformation models clearly:

Example 2.1. Let { }< >= = − = −4,...,4; 4,...,4
kO t oS s t k  be a DHLTS, 

< > < > < >  ′ = > > > 
  

2 1 01 2 1

2 3 1 4

o o os s s

LPO A A A A 
< > < > < >  ′ = > > > 

  

2 1 01 2 1

2 3 1 4

o o os s s

LPO A A A A be a LPO. Then the incomplete DHLPR, denoted by ′R , is established 
as:

 

( )
−

−

−

< > − < > < >

< > < >

× < > − < > < >

< > < >

− 
 − − ′ = = − 
 − − 

0 2 1

0 1

2 1 0

1 0

0 1 0

0 2
4 4 1 2 0

0 0

o o o

o o
ij

o o o

o o

s s s
s s

R r s s s
s s

.

Therefore, it is only necessary to calculate r12, r24, and r34. Based on the model (12) or 
(13), two kinds of equation sets are listed as follows:

 

( ) ( ) ( )( )
( ) ( ) ( )( )
( ) ( ) ( )( )

ρ ρ
ρ= ρ=

ρ ρ
ρ= ρ=

ρ ρ
ρ= ρ=

  
= ⊕ + −     

   = ⊕ + −   
 

  
= ⊕ + −     

12 1 23, 4

24 2 41, 3

34 3 41, 2

1 0.5
2
1 0.5
2
1 0.5
2

f r f r f r

f r f r f r

f r f r f r

 and 

( )

( )

( )

ρ ρ
ρ= ρ=

ρ ρ
ρ= ρ=

ρ ρ
ρ= ρ=

  
= ⊕ +     

   = ⊕ +   
 

  
= ⊕ +     

12 1 23, 4

24 2 41, 3

34 3 41, 2

1
2
1
2
1
2

r r r

r r r

r r r

.

Solving these two equation sets, we obtain − < >=
212 4 or s , < >=

024 4 or s , and < >=
234 1 or s . 

Then, the consistent DHLPR is obtained as:

 

−

−

−

− −

< > − < > − < > < >

< > < > < > < >

< > − < > < > < >

< > − < > − < > < >

 
 
 ′ =
 
 
 

0 1 2 1

1 0 1 0

2 1 0 3

1 0 3 0

0 4 1 0

4 0 2 4

1 2 0 1

0 4 1 0

o o o o

o o o o

o o o o

o o o o

s s s s
s s s s

R s s s s
s s s s

.

Example 2.2. Let { }< >= = − = −4,...,4; 4,...,4
kO t oS s t k  be a DHLTS, 

< > < > < >−  ′′ = > > > 
  

1 2 11 1 1

2 3 2 1 1 4, ,
o o os s s

LPO A A A A A A

 < > < > < >−  ′′ = > > > 
  

1 2 11 1 1

2 3 2 1 1 4, ,
o o os s s

LPO A A A A A A  be a LPO. Then the incomplete DHLPR, denoted by ′′R , is es-
tablished as:

 

( )
− −

−

< > − < > < >

< > < > < >

× − < > < >

− < > < >

− 
 − ′′ = = − − 
 − − 

0 1 1

1 0 1

1 0

1 0

0 2 1

2 0 1
4 4 1 0

1 0

o o o

o o o
ij

o o

o o

s s s
s s s

R r s s
s s

.

Similarly, we need to calculate 13r , 24r , and 34r  based on Eq. (12) or (13), and two kinds 
of the equation sets are listed as follows:

 

( ) ( ) ( )( )
( ) ( ) ( )( )
( ) ( ) ( )( )

ρ ρ
ρ= ρ=

ρ ρ
ρ= ρ=

ρ ρ
ρ= ρ=

  
= ⊕ + −     

   = ⊕ + −   
 

  
= ⊕ + −     

13 1 32, 4

24 2 41, 3

34 3 41, 2

1 0.5
2
1 0.5
2
1 0.5
2

f r f r f r

f r f r f r

f r f r f r

 and 

( )

( )

( )

ρ ρ
ρ= ρ=

ρ ρ
ρ= ρ=

ρ ρ
ρ= ρ=

  
= ⊕ +     

   = ⊕ +   
 

  
= ⊕ +     

13 1 32, 4

24 2 41, 3

34 3 41, 2

1
2
1
2
1
2

r r r

r r r

r r r

.
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Solving these two equation sets, we obtain − < >=
013 1 or s , < >=

024 3 or s , and < >=
334 1 or s . 

Then, the consistent DHLPR is obtained as:

 

( )
− −

−

−

< > − < > − < > < >

< > < > < > < >

× < > − < > < > < >

− < > − < > − < > < >

 
 
 ′′ = =
 
 
 

0 1 0 1

1 0 1 0

0 1 0 3

1 0 3 0

0 2 1 1

2 0 1 3
4 4 1 1 0 1

1 3 1 0

o o o o

o o o o
ij

o o o o

o o o o

s s s s
s s s s

R r s s s s
s s s s

.

3. The consensus model for LPOs

A MEDM problem with linguistic preference information can be described as follows: 
{ }= 1 2, ,..., mA A A A  is a set of alternatives, { }= 1 2, ,..., nE e e e  is a set of experts, and experts’ 

preference information is expressed by some LPOs { }1 2, ,..., nLPO LPO LPO .
After obtaining the DHLPRs of all experts with the completely acceptable consistencies, 

the next step will focus on reaching group consensus by developing a consensus reaching 
method. Therefore, this section will introduce a multi-stage consensus optimization model 
to reach group consensus firstly, and then an interactive consensus reaching algorithm is 
proposed on the basis of the proposed consensus model.

3.1. Group consensus measures

This subsection mainly proposes two group consensus measures to calculate the consensus 
degrees based on the distance between an individual DHLPR and the collective DHLPR, 
and the distance between an individual DHLPR and the remaining DHLPRs, respectively.

Firstly, the collective DHLPRs can be obtained by the following aggregating method:

Definition 3.1. Let { }1 2, ,..., nR R R  be a set of individual DHLPRs, where ( ) ( )
×

= =1,2,...,a
a ij m m

R r a n
 ( ) ( )

×
= =1,2,...,a

a ij m m
R r a n , and the weight vector of them is ( )= 1 2, ,..., T

nw w w w . Then the collective 

DHLPR, denoted by ( )
×

= c
c ij m m

R r , is obtained, where 
=

= ⊕
1

n
c a

ij a ija
r w r .

Then the consensus degree of an individual DHLPR is defined as follows:

Definition 3.2. Let { }1 2, ,..., nR R R  be a set of individual DHLPRs transformed from the 
LPOs provided by the experts ( )=1,2,...,ae a n , where ( )

×
= a

a ij m m
R r , ( )

×
= c

c ij m m
R r  be a 

collective DHLPR. Then, the consensus degree of an individual DHLPR Ra is calculated by

 
( ) ( ) ( ) ( ) ( )

−

= = +

′ = − = − −
− ∑∑

1

1 1

21 , 1
1

m m
a c

a a c ij ij
i j i

CD R d R R f r f r
m m

. (14)

Additionally, the group consensus degree is obtained by

 
( )′ ′=min aa

CD CD R . (15)

Suppose that CD  is a given consensus threshold, then the group consensus has been 
reached if the group consensus degree satisfies 

 
( )′ ′= ≥min aa

CD CD R CD .  (16)
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Additionally, if we only consider the distance between any two different DHLPRs instead 
of the distance between an individual and collective DHLPRs, the other consensus degree of 
a DHLPR is defined as follows:

Definition 3.3. Let { }1 2, ,..., nR R R  be a set of individual DHLPRs transformed from the 
LPOs provided by the experts ( )=1,2,...,ae a n , and ( )

×
= a

a ij m m
R r . Then, the consensus 

degree for an individual DHLPR  a  is calculated by

( ) ( ) ( )( ) ( ) ( )
−

= ≠ = ≠ = = +

′′ = − = − −
− − −∑ ∑ ∑∑

1

1; 1; 1 1

1 21 , 1
1 1 1

n n m m
a b

a a b ij ij
b b a b b a i j i

CD R d R R f r f r
n m m n

. (17)

Similarly, based on Eq. (17), the other kind of group consensus degree is obtained by

 
( )′′ ′′=min aa

CD CD R . (18)

Then, the group consensus has been reached if

 ( )′′ ′′= ≥min aa
CD CD R CD . (19)

Remark 3.1. Obviously, both of two types of consensus measures are very closely related 
to each other. However, Definition 3.3 has more restrictive than Definition 3.2. Therefore, 
this paper mainly uses the second group consensus degree ′′CD  in the consensus reaching 
process.

Additionally, the given consensus threshold value CD  can be used to decide whether the 
consensus reaching process can be carried out. We usually set the consensus threshold to be 
smaller than 0.9 (Herrera-Viedma et al., 2005; Parreiras et al., 2012). If ≥CD CD , then the 
consensus degree of all DMs is sufficiently high and the consensus reaching process is over. 
Otherwise, we should make some changes about preference to improve the consensus de-
gree and reach the given consensus threshold value. Furthermore, according to the practical 
situation of the decision-making problem, the value of the consensus threshold CD  can be 
adjusted. If the demand for consensus is strict, then the threshold should be given a higher 
value; Otherwise, a lower threshold value should be provided.

3.2. Multi-stage consensus optimization model

Considering that all the transformed DHLPRs are completely consistent, it is not necessary 
to improve the consistencies of them before starting the consensus reaching process. This 
subsection develops a multi-stage consensus optimization model which can not only reach 
group consensus but also maintain the consistency of every DHLPR. This multi-stage opti-
mization model consists of three objectives, the first one is to minimize the deviations of the 
modification magnitudes, the second one is to minimize the cardinal number of modifica-
tions while keeping the value of the first objective constant, and the third one is to minimize 
the number of experts who need to change their evaluations.

Stage 1. minimizing the deviations of the modification magnitudes

In general, the experts more prefer to keep their preferences constant or only want to change 
their preferences as little as possible. Therefore, the first stage of the multi-stage consensus 
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optimization model is to make the original DHLPR and the adjusted DHLPR as close as pos-
sible. According to this, we can develop a model to minimize the deviations of the modifica-
tion magnitudes. Let ( )

×
= a

a ij m m
R r ( )=1,2,...,a n  be the transformed DHLPRs provided by 

the experts ( )=1,2,...,ae a n , and ( )
×

=* *a
a ij m m

R r ( )=1,2,...,a n  be the corresponding adjusted 
DHLPR. Then the objective can be given as: 

 ( ) ( ) ( )
−

= = = = +

= −∑ ∑∑∑
1

* *

1 1 1 1

,
n n m m

a a
a a ij ij

a a i j i

d R R f r f r .  (20)

Due to the fact that all individual DHLPRs should be with acceptable consistencies and 
the group consensus also needs to be reached, then the model in this stage is developed as 
follows:

( ) ( ) ( )
( ) ( )
( ) ( )

( )

−

= = = = +

= = −

 ≥ = −
 ≥ = −
 ∈ ∈ < = −


∑ ∑∑∑
1

* *
1

1 1 1 1
*

* *

min ,

, 1,2,..., , 21 1
. . , 1,2,..., , 21 2

, , 1,2,..., , 21 3

n n m m
a a

a a ij ij
a a i j i

a

a
a a

ij O ij O

G d R R f r f r

CI R CI a n
s t CD R CD a n

r S or r S i j a n

.  (21)

Based on Eq. (9) and Eq. (17), the model (21) can be changed into

( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( )

−

= = = = +
− −

ρ ρ
= = + ρ= +

−

= ≠ = = +

= = −

− + − ≤ = −

− ≤ = −

∈ ∈ <

∑ ∑∑∑

∑∑ ∑

∑ ∑∑

1
* *

1
1 1 1 1

2 1
* * *

1 1 1
1

*

1; 1 1
* *

min ,

0.5 , 1,2,..., , 22 1

. . , 1,2,..., , 22 2

,

n n m m
a a

a a ij ij
a a i j i

m m m
a a a

ij i j
i j i j

n m m
a b

ij ij
b b a i j i

a a
ij O ij O

G d R R f r f r

f r f r f r SCI a n

s t f r f r SCD a n

r S or r S i j ( )








 = −



, 1,2,..., , 22 3a n

, (22)

where ( ) ( )( )− −
= − ×

1 2
1

4
m m m

SCI CI  and ( ) ( )( )− −
= − ×

1 1
1

2
m m n

SCD CD .

By solving Eq. (21) or (22), we can obtain at least one optimal solution, which is denoted 
as *

1G . 

Stage 2. minimizing the cardinal number of modifications

In the consensus reaching process, lots of existing methods need to change all the original 
preferences such as the automatic adjustment method (Gou et al., 2018a; Liao et al. 2016; 
Zhang & Chen, 2019). However, it will create a huge amount of work and make the consensus 
process complicated. Therefore, this stage focuses on developing a model to minimize the 
number of modifications and keep the optimal solution obtained in first stage. 

Then, we need to verify whether the original preference changes, so a constraint can be 
set up:
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( ) ( )− ≤ ℑφ*a a a

ij ij ijf r f r , (23)

where ℑ  is a sufficiently large number and { }φ ∈ 0,1a
ij . Clearly, if ( ) ( )− =* 0a a

ij ijf r f r  or 
φ = 0a

ij , then the original preference a
ijr  has not been changed; otherwise, the original prefer-

ence a
ijr  has been changed. 

Based on the optimal solution *
1G , the model of the second stage is developed as follows:

( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( )

1

−

= = = +
−

= = = +
− −

ρ ρ
= = + ρ= +

−

= ≠ = = +

= φ

− = −

− − + ≤ = −

− ≤ = −

∑∑∑

∑∑∑

∑∑ ∑

∑ ∑∑

1

2
1 1 1

1
* *

1
1 1 1
2 1

* * *

1 1 1
1

* *

1; 1 1

min

, 24

0.5 , 1,2,..., , 24 2

. .
, 1,2,..., , 24 3

n m m
a
ij

a i j i
n m m

a a
ij ij

a i j i
m m m

a a a
ij i j

i j i j
n m m

a b
ij ij

b b a i j i

G

f r f r G

f r f r f r SCI a n

s t
f r f r SCD a n

f r( ) ( ) ( )
{ } ( )

( )











 − ≤ ℑφ < = −
φ ∈ < = −


∈ ∈ < = −

*

* *

, , 1,2,..., , 24 4

0,1 , , 1,2,..., , 24 5
, , 1,2,..., , 24 6

a a a
ij ij ij

a
ij
a a

ij O ij O

f r i j a n

i j a n
r S or r S i j a n

,  (24)

where ( ) ( )( )− −
= − ×

1 2
1

4
m m m

SCI CI , ( ) ( )( )− −
= − ×

1 1
1

2
m m n

SCD CD , and ℑ  is a suf-
ficiently large number.

Similarly, solving Eq. (24), we can also obtain at least one optimal solution, which is 
denoted as *

2G .

Stage 3. minimizing the number of experts who need to change their preferences

Considering that the consensus will be reached faster if we can minimize the number of 
experts who need to change their preferences within reasonable limits, so this stage mainly 
focuses on this goal. To verify whether an expert ae  changes his/her preference information, 
a constraint can be set up

 
( ) ( )

−

= = +

− ≤ ℑϕ∑∑
1

*

1 1

m m
a a a

ij ij
i j i

f r f r , (25)

where ℑ  is a sufficiently large number and { }ϕ ∈ 0,1a . Therefore, if ( ) ( )
−

= = +

− =∑∑
1

*

1 1

0
m m

a a
ij ij

i j i

f r f r  

or ϕ = 0z , then the expert ea does not change his preference information; otherwise the ex-
pert ea has changed some preference information. 

Based on the optimal solution *
2G  obtained in Eq. (24), the model of the third stage can 

be established as follows:
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( )

( ) ( ) ( )

( ) ( ) ( )

{ } ( )

( ) ( ) ( )

3
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2

1 1 1
1
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1

1 1 1
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1
* * *

1 1

min

, 26 1

, 26 2

, 1,2,..., , 26 3

0,1 , 1,2,..., , 26 4
. .

0.5
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i j i j
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−
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−
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−
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ij ij
b b a i j i
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ij ij ij
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f r f r SCD a n

f r f r i j a n

i j z n
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−

=
−

= ≠ = = +











≤ = −

− ≤ = −

− ≤ ℑφ < = −
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




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





      

(26)

Similarly, solving the model (26), at least one optimal solution can be obtained, denoted 
as *

3G .
When we obtain the optimal adjusted DHLPRs ( )

×
=* *a

a ij m m
R r  ( )=1,2,...,a n , the next 

step is to identify the set of experts who should change their preferences. Moreover, it is 
necessary to identify the positions that should be changed for each expert ea. The identifica-
tion rules can be developed as follows:

(1) Based on the optimal solutions obtained in the model (26), the set of experts who 
 need to change their preferences can be obtained:

 

( ) ( )
−

= = +

 
 = − ≠ = 
  
∑∑

1
*

1 1

0, 1,2,...,
m m

a a a
ij ij

i j i

ES e f r f r a n . (27)

(2) For every expert ∈ae ES , we have

 
( ) ( ) ( ) ( ){ }= − > = <*, 0, , 1,2,..., ,a a a

ij ijP e i j f r f r i j m i j , (28)

where the positions ( ),i j ( )= <, 1,2,..., ,i j m i j  that should be changed for the expert 
ea can be identified. 

Remark 3.2. After identifying the expert ∈ae ES  and the positions ( ),i j  by Eq. (27) and 
Eq. (28), we need to feedback the adjustment suggestions to the corresponding experts. In 
this process, an interval value can be developed as follows:

 
{ } { } = = 

* *min , ,max , , 1,2,...,a a a a
ij ij ij ijIV r r r r a n .

Then, the experts can provide their adjusted preferences according to the suggested in-
terval values.
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3.3. An interactive consensus reaching algorithm with LPOs 

This section mainly develops an interactive consensus reaching algorithm with LPOs in 
MEDM. This algorithm consists of two parts. One is to transform the LPOs into the cor-
responding DHLPRs ( )

×
= a

a ij m m
R r ( )=1,2,...,a n  with complete consistencies, and we do 

not need to check the consistency of each DHLPR anymore. The other one is to reach group 
consensus on the basis of the multi-stage consensus optimization model discussed in Sub-
section 3.2.

The consensus reaching process is a dynamic decision-making process. Firstly, based on 
Definition 3.2, we can obtain the consensus degree ( )′′ aCD R  of each DHLPR and decide 
which one needs to adjust his/her preference. Secondly, we need to use the multi-stage con-
sensus optimization model to obtain the optimal solution. In this process, we can develop 
an identification rules which can identify the expert who has to adjust his preference and the 
positions that should be adjusted. Additionally, we can also get the suggestions by combin-
ing the original DHLPR and the optimal solution, and then feedback the suggestions to the 
expert. Finally, we update the preference based on the adjustments provided by the expert. 

Algorithm 1. A multi-stage interactive consensus reaching algorithm with LPOs

Input: The original LPOs { }1 2, ,..., nLPO LPO LPO , the given consistency threshold value CI  , 
the given consensus threshold value CD , and the maximum iteration number Zmax.

Output: The improved DHLPRs { }1 2* ,* ,...,* nR R R , the final reached consensus degree for 
each expert ea, ( )* aCD R  ( )=1,2,...,a n , and the iteration number ( )=1,2,...,aZ z n .

Step 1. Based on Eq. (12) or (13), we transform each LPO to the corresponding DHLPR 
with complete consistency, ( ) ( )

×
= =1,2,...,a

a ij m m
R r a n .

Step 2. Let Z = 1, and ( ) ( ) ( ) ( )
××

 = = = 
 

, 1,2,...,Z a Z a
a ijij m mm m

R r r a n .

Step 3. Based on Eq. (17), we obtain the consensus degree for each DHLPR ( )Z
aR , ( ) ′′ 

 
Z

aCD R  

( )=1,2,...,a n . If ( ) ′′ ≥ 
 

Z
aCD R CD  or > maxZ Z , then go to Step 6; otherwise, go to Step 4.

Step 4. Calculate the optimal adjusted DHLPR ( ) ( ) ( )
×

 = = 
 

* * , 1,2,...,Z a Z
a ij

m m
R r a n  on the 

basis of the multi-stage consensus optimization models proposed in Subsection 4.2.

Step 5. The identification rules proposed in Eq. (25) and Eq. (26) can be used to identify 
the set of experts who need to change their preferences, denoted as ( )ZES , and the position 
( )aP e  that should be changed for the expert ea. ( ) ( )=* 1,2,...,Z

aR a n  can be regarded as a de-

cision aid and fed back to the corresponding expert. Let ( ) ( ) ( )+ +

×

 = = 
 

1 , 1 1,2,...,Z a Z
a ij

m m
R r a n  

be the adjusted DHLPRs provided by experts. We can send the following suggestions to 
experts:
 ( ) ( ) ( ){ } ( ) ( ){ }+  ∈ =  

, 1 , * , , * ,min , ,max , , 1,2,...,a Z a Z a Z a Z a Z
ij ij ij ij ijr r r r r a n. (29)

Then, the experts are advised to change their preferences. Let Z = Z + 1, and go back to 
Step 2.
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Step 6. Let ( ) ( )= =* 1,2,...,Z
a aR R a n . Based on Definition 3.1, we obtain the collec-

tive DHLPR ( )
×

=* * c
c ij m m

R r . Then, we calculate the synthetical value of each alternative 

( ) ( )
=

=∑
1

*
m

c
i ij

j

SV A f r . Then we obtain the rank of all alternatives by ranking the synthetical 

values in descending order.

Step 7. End.
One Figure 2 is drawn to show the multi-stage interactive consensus reaching algorithm 

with LPOs.

4. Numerical examples and comparative analyses

This section mainly sets up two numerical examples to show the proposed transformation 
methods and the multi-stage interactive consensus reaching algorithm. Then, some compara-
tive analyses with some existing methods are made to show the advantages and effectiveness 
of the proposed methods.

Figure 2. Multi-stage interactive group consensus optimization process with LPOs
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4.1. Numerical examples about transformation methods and comparative analyses

Let { }< >= = − = −4,...,4; 4,...,4
kO t oS s t k . Suppose that two experts provide their LPOs for five 

alternatives { }1 2 5, , ,A A A  as follows:

                         

< > < > < > < >−  = > > > > 
  

0 2 1 02 1 1 1
1

5 2 3 1 4

o o o os s s s

LPO A A A A A ,

  
< > < > < > < >− −  = > > > > 

  

1 2 1 31 1 1 1
2

2 3 2 1 1 4 5 4, , ,
o o o os s s s

LPO A A A A A A A A .

Firstly, based on Eq. (12) or (13), the LPOs can be transformed into the correspond-
ing DHLPRs ( )

×
=1 1

5 5ijR r  and ( )
×

=2 2
5 5ijR r , respectively. Then, based on the transformation 

function f, two DHLPRs are transformed into the corresponding FPRs ( )
×

=1 1
5 5ijP p  and 

( )
×

=2 2
5 5ijP p , where + =1k k

ij jip p  and = 0.5k
iip = =( , 1,2,...,5; 1,2)i j k . Based on the trans-

formation function f and other transformation functions ( )=1,2,3,4kg k (Chiclana et  al., 
1998; Dombi, 1995), we can transform LPO1 into four corresponding FPRs ( )

×
=1 1

5 5
k k

ijP p  
( )=1,2,3,4k . The transformation results are shown in Table 2. 

Based on Table 2, some comparative analyses are summarized as follows:
(1) As we know, the DHLPRs transformed from LPOs are completely consistent. Ad-

ditionally, in this transformation process, we do not lose any original linguistic in-
formation. Furthermore, based on the transformation function f, two DHLPRs are 
transformed into the corresponding FPRs with complete consistencies. 

(2) For the transformation function g1, it is obvious that the FPR P11 does not reflect the 
case when there is an indifference between two alternatives. Additionally, the trans-
formed FPR only uses the elements 0 and 1 to represent the relationship between two 
alternatives, but it cannot reflect the degree (the DHLT) to which one alternative is 
superior to another. Finally, the transformation function g1 cannot ensure that the 
transformed FPR P11 is with complete consistency.

(3) Even though the transformation function g2 can reflect the case when there is an 
indifference between two alternatives, both it cannot reflect any kind of intensity of 
preference between alternatives when we compare the pair of alternatives, and cannot 
ensure that the transformed FPR P12 is with complete consistency.

(4) It is clear that both the transformation functions g3 and g4 are equal. Both of them use 
the utility values to reflect the degree (the DHLT) to which one alternative is superior 
to another, but the degree has a certain proportion and cannot reflect the real relation-
ship of any two alternatives. Additionally, it also cannot ensure that the transformed 
FPRs P13 and P14 are with complete consistency.

In conclusion, the transformation functions ( )=1,2,3,4kg k  have different shortcomings. 
The transformation function proposed in this paper can not only ensure that the DHLPRs 
and FPRs are with complete consistencies, but also fully keep the original linguistic informa-
tion (DHLTSs) unchanged.
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Table 2. The transformation results based on different methods

Methods Transformation results based on LPO1 Transformation results based on LPO2
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4.2. Numerical examples about consensus model and comparative analyses

Suppose that a logistics company needs to choose the most suitable supplier from five 
competitive alternatives { }1 2 5, ,...,A A A . To do so, four experts { }1 2 3 4, , ,e e e e  are in-
vited to evaluate these five suppliers. These four experts provide their preferences with 
LPOs ( )=1,2,3,4aLPO a  based on DHLTS { }< >= = − = −4,...,4; 4,...,4

kO t oS s t k  with 
{ − − − −= = = = =4 3 2 1, , ,S s extremely bad s very bad s bad s slightly }= = = = =0 1 2 3 4, , , , ,bad s medium s slightly good s good s very good s extremely good

}= = = = =0 1 2 3 4, , , , ,bad s medium s slightly good s good s very good s extremely good
 

and { −= =4 ,O o far from    
− − −= = = = = = =3 2 1 0 1 2 3, , , , , , ,o scarcely o only a little o a little o just right o much o very much o extremely much 

− − −= = = = = = =3 2 1 0 1 2 3, , , , , , ,o scarcely o only a little o a little o just right o much o very much o extremely much }=4o entirely .

                            

< > < > < > < >−  = > > > > 
  

0 1 1 02 1 1 1
1

5 2 3 1 4

o o o os s s s

LPO A A A A A , 
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< > < > < > < >−  = > > > > 
  

1 2 1 21 1 1 1
2

2 3 2 1 1 4 5 4, , ,
o o o os s s s

LPO A A A A A A A A ,

< > < >< > < >−  = > > > > 
  

2 00 10 31 2
3

3 5 2 4 1

o oo os ss s

LPO A A A A A , 

< > < > < > < >− −  = > > > > 
  

2 1 1 11 1 1 2
4

1 3 2 3 5 1 2 4, , ,
o o o os s s s

LPO A A A A A A A A .

Obviously, this is an actual MEDM problem. Based on Table 1, we have = 0.8256CI , 
and according to Remark 4.1, we can let = 0.85CD  and =max 5Z . But in the multi-stage 
consensus optimization model, to obtain the efficient intervals and send experts more helpful 
suggestions, we set = 0.9CI  and = 0.9CD .

Using Algorithm 4.1, the consensus reaching process is shown as follows:

Step 1. Transform all LPOs ( )=1,2,3,4aLPO a  into the DHLPRs ( ) ( )
×

= =
5 5

1,2,3,4a
a ijR r a :

−

−

− − −

− − −

< > − < > − < > < > − < >

< > < > < > < > < >

< > − < > < > < > − < >

< > − < > − < > < > − < >

< > < > < > < > < >

 
 
 

=  
 
  
 

0 0 1 1 2

0 0 1 1 2

1 1 0 0 3

1 1 0 0 3

2 2 3 3 0

0 2 1 0 2

2 0 1 2 0

1 1 0 1 11

0 2 1 0 2

2 0 1 2 0

o o o o o

o o o o o

o o o o o

o o o o o

o o o o o

s s s s s
s s s s s
s s s s sR
s s s s s
s s s s s

,

− − −

−

− − −

−

< > − < > − < > < > − < >

< > < > < > < > < >

< > − < > < > < > < >

− < > − < > − < > < > − < >

< > − < > < > < > < >

 
 
 

=  
 
  
 

0 1 0 1 2
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0 1 0 1 2

1 0 1 0 1

2 1 2 1 0

0 2 1 1 1

2 0 1 3 1

1 1 0 2 02

1 3 2 0 2

1 1 0 2 0

o o o o o

o o o o o

o o o o o

o o o o o

o o o o o

s s s s s
s s s s s
s s s s sR
s s s s s
s s s s s

,

− − − −

− −

−

− −

< > − < > − < > < > − < >

< > < > − < > < > − < >

< > < > < > < > < >

< > − < > − < > < > − < >

< > < > < > < > < >

 
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=  
 
  
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  
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0 0 1 2 1

0 0 1 2 1

1 1 0 3 0

2 2 3 0 1

1 1 0 1 0

0 1 2 2 1

1 0 1 1 2

2 1 0 0 34

2 1 0 0 1

1 2 3 1 0
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o o o o o

o o o o o

o o o o o

o o o o o

s s s s s
s s s s s
s s s s sR
s s s s s
s s s s s

.

Step 2. Let =1Z , and ( ) ( ) ( ) ( )
××

 = = = 
 

1 , 1

5 55 5
1,2,3,4a a

a ijijR r r a . 

Step 3. Based on Eq. (17), we can obtain the consensus degree ( ) ′′ 
 

1
aCD R  for each DHLPR 
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( )1
aR , which is shown in Table 3. Additionally, considering that all DHLPRs are completely 

consistent, so the consistency indices of them are ( )  = 
 

1 1aCI R ( )=1,2,3,4a .

Table 3. The consistency indices and consensus degrees of DHLPRs ( ) ( )=1 1,2,3,4aR a

( )1
1R ( )1

2R ( )1
3R ( )1

4R

( )( )1
aCI R 1 1 1 1

( )( )′′ 1
aCD R 0.8354 0.8188 0.7563 0.7438

′′CD 0.7438

Obviously, ′′ = <0.7438 0.85CD  and the consensus is not reached. Therefore, we utilize the 
multi-stage consensus optimization model to improve the group consensus degree. In this 

paper, the optimization model is in continuous scale, that is ( ) { } ( )< >∈ = = − = − = =      
* , 4,4 ; 4,4 1,2,3,4; , 1,2,...,5

k

a Z
O t oijr S s t k a i j

 ( ) { } ( )< >∈ = = − = − = =      
* , 4,4 ; 4,4 1,2,3,4; , 1,2,...,5

k

a Z
O t oijr S s t k a i j .

Interactive consensus reaching process: Round 1

Step 41. Let ( )Z
qG , ( )Z

qN , ( )Z
qNE  be the size of change, the modification number of the DHLTs 

in all DHLPRs, and the number of experts that have to change their preferences respectively 
at the stages ( )=1,2,3q q  in the round Z. Using Eqs (22), (24), and (26), we have

( ) =1
1 3.0938G , ( ) =1

1 21N , ( ) =1
1 4NE ;

( ) =1
2 3.0938G , ( ) =1

2 20N , ( ) =1
2 3NE ;

( ) =1
3 3.0938G , ( ) =1

3 20N , ( ) =1
3 3NE .

Because ( ) ( )= =1 1
2 3 3NE NE , there exists no any further improvement in this improvement 

process. Then ( ) =* 1
1 1R R  and the optimal adjusted DHLPRs can be shown as follows:

( )

− − −

− − −

− −

−

< > − < > − < > < > − < >

< > < > < > < > < >

< > < > < > < > < >

− < > < > − < > < > − < >

< > < > < > < > < >




=




0 1 0 1 2

1 0 1.05 2.47 2.98

0 1.05 0 1 3.51

1 2.47 1 0 1

2 2.98 3.51 1 0

0 2 1 1 1

2 0 0 0 0
* 1

1 0 0 2 02

1 0 2 0 2

1 0 0 2 0

o o o o o

o o o o o

o o o o o

o o o o o

o o o o o

s s s s s
s s s s s
s s s s sR
s s s s s
s s s s s







 
 



, 

( )

− − −

−

− −

− −

< > − < > − < > < > − < >

< > < > − < > < > − < >

< > − < > < > < > < >

< > − < > − < > < > − < >

< > <

=

0 2.06 1.3 0.05 1.94

2.06 0 3.35 1.78 1.91

1.3 3.35 0 1.61 2.96

0.05 1.78 1.61 0 2

1.94 1.

0 1 2 0 3

1 0 2 1 2
* 1
3 2 2 0 2 0

0 1 2 0 3

3 2

o o o o o

o o o o o

o o o o o

o o o o o

o o

s s s s s
s s s s s

R s s s s s
s s s s s
s s

−> < > < > < >

 
 
 
 
 
 
 
 91 2.96 2 00 3 0o o os s s

,
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( )

− − −

−

−

−

− −

< > − < > < > < > − < >

− < > < > < > < > − < >

< > − < > < > < > − < >

< > − < > − < > < > − < >

< > < > < > < > < >

=

0 2.87 2.99 1.01 2.7

2.87 0 1 2 1

2.99 1 0 0 2.16

1.01 2 0 0 0

2.7 1 2.16 0 0

0 1 0 0 1

1 0 1 1 2
* 1

0 1 0 1 34

0 1 1 0 1

1 2 3 1 0

o o o o o

o o o o o

o o o o o

o o o o o

o o o o o

s s s s s
s s s s s
s s s s sR
s s s s s
s s s s s

 
 
 
 
 
 
 
 

.

The consistency indices and consensus degrees of all the optimal adjusted DHLPRs 
( ) ( )=* 1 1,2,3,4aR a  in this stage are shown in Table 4.

Table 4. The consistency indices and consensus degrees of all the optimal adjusted DHLPRs 
( ) ( )=* 1 1,2,3,4aR a

( )* 1
1R ( )* 1

2R ( )* 1
3R ( )* 1

4R

( )( )* 1
aCI R 1 0.9 0.9689 0.9

( )( )′′ * 1
aCD R 0.9 0.9 0.9 0.9

CD′′ 0.9

Then, the optimal adjusted DHLPRs ( ) ( )=* 1 1,2,3,4aR a  can be fed back to experts for 
improving the group consensus degrees.

Step 51. With the help of the suggestions obtained above, the experts can decide how to 
adjust their preferences. 

Based on the results obtained in the multi-stage optimization model, the experts e2, e3, 
and e4 need to improve their preferences. Combining ( ) ( )=1 2,3,4aR a  and ( ) ( )=* 1 2,3,4aR a , 
the suggestions can be listed as follows:

For the expert e2: ( )
1.05 1

2, 2
23 0 1,o or s s

−< > < > ∈   , ( )
2.47 0

2, 2
24 0 3,o or s s

−< > < > ∈   , 

( )
2.98 1

2, 2
25 0 1,o or s s

− −< > < > ∈   , and ( )
3.51 2

2, 2
35 0 0,o or s s

− −< > < > ∈   . 

For the expert e3: ( )
− −− < > − < >

 ∈ 2.06 1

3, 2
12 1 1,o or s s , ( )

− −− < > − < >
 ∈ 2 1.3

3, 2
13 3 2,o or s s , 

( )
− −< > < >

 ∈ 3 0.05

3, 2
14 0 0,o or s s , ( )

−− < > − < >
 ∈ 1 1.94

3, 2
15 3 3,o or s s , ( )

1 3.35

3, 2
23 2 2,o or s s

−− < > − < > ∈   , 

( )
2 1.78

3, 2
24 1 1,o or s s

− −< > < > ∈   , ( )
0 1.91

3, 2
25 2 2,o or s s− < > − < > ∈   , and

( )
1.61 1

3, 2
34 2 3,o or s s

− −< > < > ∈   , ( )
2.96 1

3, 2
35 0 0,o or s s

−< > < > ∈   .

For the expert e4: ( )
2.87 0

4, 2
12 1 1,o or s s

−− < > < > ∈   , ( )
2.99 1

4, 2
13 0 2,o or s s

−< > < > ∈   , 

( )
1.01 2

4, 2
14 0 2,o or s s

−< > < > ∈   , ( )
2.7 1

4, 2
15 1 1,o or s s

−− < > − < > ∈   , ( )
3 0

4, 2
34 0 1,o or s s

−< > < > ∈   , 

( )
0 2.16

4, 2
35 3 3,o or s s− < > − < > ∈   , and ( )

0 1

4, 2
45 1 1,o or s s− < > − < > ∈   .
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Suppose that the experts provide their adjusted preferences as follows:

For the expert e2: ( )
2

2, 2
23 0 or s

−< >= , ( )
0

2, 2
24 0 or s < >= , ( )

2

2, 2
25 1 or s

−< >= , and ( )
3

2, 2
35 0 or s

−< >= . 

For the expert e3: ( )
2

3, 2
12 1 or s

−− < >= , ( )
1

3, 2
13 3 or s− < >= , ( )

1

3, 2
14 0 or s

−< >= , ( )
1

3, 2
15 3 or s− < >= ,

 ( )
2

3, 2
23 2 or s− < >= , ( )

1

3, 2
25 2 or s− < >= , and ( )

1

3, 2
34 2 or s < >= , ( )

1

3, 2
35 0 or s

−< >= .

For the expert e4: ( )
1

4, 2
12 1 or s− < >= , ( )

1

4, 2
13 0 or s < >= , ( )

3

4, 2
14 0 or s < >= , ( )

1

4, 2
15 1 or s

−− < >= ,

 ( )
3

4, 2
34 0 or s < >= , and ( )

1

4, 2
35 3 or s− < >= .

Round 2 

Step 42. The consistency indices and consensus degrees of the adjusted DHLPRs 
( ) ( )=2 1,2,3,4aR a  can be obtained as follows (Table 5):

Table 5. The consensus degrees of the adjusted DHLPRs ( ) ( )=2 1,2,3,4aR a

( )2
1R ( )2

2R ( )2
3R ( )2

4R

( )( )2
aCI R 0.9539 0.9609 0.9654 0.9643

( )( )′′ 2
aCD R 0.8604 0.8625 0.8396 0.8208

′′CD 0.8208

Obviously, ′′ = <0.8208 0.85CD  and the consensus is also not reached. Therefore, we still 
need to utilize the multi-stage consensus optimization model to improve the group consensus 
degree. Then, we have 

( ) =2
1 1.1063G , ( ) =2

1 13N , ( ) =2
1 4NE ;

( ) =2
2 1.1063G , ( ) =2

2 11N , ( ) =2
2 4NE ;

( ) =2
3 1.1063G , ( ) =2

3 11N , ( ) =2
3 4NE .

The optimal adjusted DHLPRs are shown as follows:

( )

−

− −

− − −

− − −

< > − < > − < > < > − < >

< > < > < > < > < >

< > − < > < > < > − < >

< > − < > − < > < > − < >

< > < > < > < > < >

 
 
 
 =
 
 
 
 

0 0 1 1 2

0 0 1 0.3 2

1 1 0 0 3

1 1 0 0 3

2 2 3 3 0

0 2 1 0 2

2 0 1 2 0
* 2
1 1 1 0 1 1

0 2 1 0 2

2 0 1 2 0

o o o o o

o o o o o

o o o o o

o o o o o

o o o o o

s s s s s
s s s s s

R s s s s s
s s s s s
s s s s s

, 

( )

− − −

−

− −

−

−

< > − < > − < > < > − < >

< > < > < > < > < >

< > < > < > < > − < >

− < > < > − < > < > − < >

< > < > < > < > < >

 
 
 
 =
 
 
 
 

0 1 0 1 2

1 0 2 0 1.7

0 2 0 1 0.1

1 0 1 0 1

2 1.7 0.1 1 0

0 2 1 1 1

2 0 0 0 0
* 2

1 0 0 2 12

1 0 2 0 2

1 0 1 2 0

o o o o o

o o o o o

o o o o o

o o o o o

o o o o o

s s s s s
s s s s s
s s s s sR
s s s s s
s s s s s

,
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( )

− − −

− −

−

−

− − −

< > − < > − < > < > − < >

< > < > < > < > − < >

< > < > < > < > < >

< > − < > − < > < > − < >

< > < > < > < > < >

 
 
 
 =
 
 
 
 

0 2 0.74 1 1

2 0 2 2 1

0.74 2 0 1 3.14

1 2 1 0 2

1 1 3.14 2 0

0 1 1 0 3

1 0 0 1 2
* 2
3 1 0 0 2 0

0 1 2 0 3

3 2 0 3 0

o o o o o

o o o o o

o o o o o

o o o o o

o o o o o

s s s s s
s s s s s

R s s s s s
s s s s s
s s s s s

,

 ( )

− − −

−

−

− −

− −

< > − < > < > < > − < >

< > < > < > < > − < >

< > − < > < > < > − < >

< > − < > − < > < > − < >

< > < > < > < > < >

 


=



 

0 1.98 3 3 1.99

1.98 0 1 2 1

3 1 0 0 1

3 2 0 0 2.33

1.99 1 1 2.33 0

0 1 0 0 1

1 0 1 1 2
* 2

0 1 0 1 34

0 1 1 0 1

1 2 3 1 0

o o o o o

o o o o o

o o o o o

o o o o o

o o o o o

s s s s s
s s s s s
s s s s sR
s s s s s
s s s s s








.

The consistency indices and consensus degrees of all the optimal adjusted DHLPRs 
( ) ( )=* 2 1,2,3,4aR a  in this stage are obtained as follows (Table 6):

Table 6. The consistency levels and consensus levels of all the optimal adjusted DHLPRs ( ) ( )=* 2 1,2,3,4aR a

( )* 2
1R ( )* 2

2R ( )* 2
3R ( )* 2

4R

( )( )* 2
aCI R 0.9919 0.9 0.9445 0.9

( )( )′′ * 2
aCD R 0.9 0.9 0.9 0.9

′′CD 0.9

Step 52. Based on the results obtained in multi-stage optimization model in this round, all 
the experts need to adjust their preferences, and the suggestions are:

For the expert e1: ( )
0.3 1

1, 3
24 2 2,o or s s

−< > < > ∈   .

For the expert e2: ( )
1.7 2

2, 3
25 0 1,o or s s

−< > < > ∈   , and ( )
0.1 3

2, 3
35 1 0,o or s s

− −− < > < > ∈   . 

For the expert e3: ( )
1 0.74

3, 3
13 3 1,o or s s

−− < > − < > ∈   , ( )
2 2

3, 4
23 2 0,o or s s

−− < > < > ∈   , and

( )
3.14 1

3, 3
35 0 0,o or s s

− −< > < > ∈   .

For the expert e4: ( )
1.98 1

4, 3
12 1 1,o or s s

−− < > < > ∈   , ( )
3 1

4, 3
13 0 0,o or s s

−< > < > ∈   ,

( )
1.99 1

4, 3
15 1 1,o or s s

− −− < > − < > ∈   , and ( )
3 0

4, 3
34 0 1,o or s s< > < > ∈   ,

( )
2.33 1

4, 3
45 1 1,o or s s

− −− < > − < > ∈   .

Suppose that the experts provide their adjusted preferences as follows:

For the expert e1: ( )
0

1, 3
24 2 or s < >=

For the expert e2: ( )
0

2, 3
35 1 or s− < >= . 
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For the expert e3: ( )
2

3, 3
13 1 or s

−− < >= , ( )
0

3, 3
23 1 or s− < >= , and ( )

3

3, 3
35 0 or s

−< >= .

For the expert e4: ( )
2

4, 3
12 1 or s− < >= , ( )

1

4, 3
13 0 or s

−< >= , ( )
0

4, 3
34 1 or s < >= , and ( )

2

4, 3
45 1 or s

−− < >= .

Round 3

The consensus degrees of the adjusted DHLPRs can be obtained as:

Table 7. The group consensus index of the adjusted DHLPRs ( ) ( )=3 1,2,3,4aR a

( )3
1R ( )3

2R ( )3
3R ( )3

4R

( )( )3
aCI R 0.9552 0.9617 0.9630 0.9659

( )( )′′ 3
aCD R 0.8875 0.8875 0.8813 0.8729

′′CD 0.8729

In Table 7, there is ′′ = >0.8729 0.85CD , so all experts have reached the group consensus 
and the interactive consensus reaching process is terminated. Additionally, the consistency 
indices of all DHLPRs also satisfy the given threshold value. 

Step 6. Based on Definition 3.1, we obtain the collective DHLPR and calculate the syn-
thetical value of each alternative ( ) =1 1.9922SV A , ( ) =2 2.7109SV A , ( ) =3 2.5703SV A , 

( ) =4 1.8906SV A , ( ) =5 3.3359SV A . Then we can obtain the ranking of all alternatives: 
> > > >5 2 3 1 4A A A A A .

Step 7. End.
Next, we can utilize the existing methods to deal with this MEDM problem:
(1) We can use the method introduced by He and Xu (2018) to deal with this GDM problem. 

Firstly, we need to transform LPO1 and LPO3 into the corresponding POs by deleting the 
DHLTs. Additionally, it is difficult to obtain the corresponding POs of LPO2 and LPO4 
directly, but we can get them by the transformed DHLPRs. The final POs of these four 
LPOs are shown as follows:

 { }=1 4,2,3,5,1PO , { }=2 4,1,3,5,2PO , { }=3 5,3,1,4,2PO , { }=4 2,3,5,4,1PO .

Based on the consensus measure proposed by He and Xu (2018), we can obtain the 
decision-making result as > > > >5 2 3 1 4A A A A A  based on both the section process and 
consensus process.
(2) We can also utilize the method proposed by Chiclana et  al. (1998) to deal with this 

MEDM problem. Firstly, based on the transformation function f, four LPOs can be trans-
formed to FPR ( )=1,2,3,4kP k . Then, we can obtain the collective FPR ( )

×
=

5 5
c c

ijP p , 
and compute the quantifier-guided dominance degree iQGDD  and the quantifier guided 
non-dominance degree iQGNDD  of each alternative iA . The decision-making result is 
shown in Table 8.
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Table 8. The iQGDD  and iQGNDD  of all alternatives ( )=1,2,...,5iA i

A1 A2 A3 A4 A5 Rank

iQGDD 0.3926 0.5684 0.5098 0.3359 0.6934 > > > >5 2 3 1 4A A A A A

iQGNDD 0.7578 0.9453 0.8984 0.6719 1 > > > >5 2 3 1 4A A A A A

Final rank > > > >5 2 3 1 4A A A A A

Based on multi-stage consensus optimization model and the existing methods (He & Xu, 
2018; Chiclana et al., 1998), some comparative analyses are summarized as follows:
(a) He and Xu (2018) discussed a consensus framework with three kinds of preference or-

derings including Preference orderings (Chiclana et al., 1998), Interval preference order-
ings (IPOs) (González-Pachón & Romero, 2001), and Hesitant preference orderings set 
(HPOS) (He & Xu, 2018); Chiclana et al. (1998) discussed some transformation methods 
to transform preference orderings into FPRs. However, the firstly and most important gap 
of all the preference orderings proposed by He and Xu (2018) and Chiclana et al. (1998) 
do not exist any relationship between two adjacent alternatives, which leads to incom-
plete evaluation information. Additionally, He and Xu (2018) and Chiclana et al. (1998) 
only discussed some preference orderings in continuous forms, but ignored the prefer-
ence orderings in decentralized forms. Furthermore, because all the preference orderings 
proposed by He and Xu (2018) and Chiclana et al. (1998) only consider the orderings 
among all alternatives and ignore the relationship between two adjacent alternatives, so 
the transformation methods given by Chiclana et al. (1998) only utilize the preference 
ordering to obtain the corresponding FPRs. 

To overcome the gaps discussed above, we propose two kinds of LPOs. Firstly, the 
LPOs utilize the DHLTs to represent the relationships between two adjacent alternatives. 
Secondly, by fully considering the behaviors of the experts, we define two different LPOs 
in continuous forms and decentralized forms, respectively. Thirdly, combining the DHLTs 
and different forms of LPOs, the transformed DHLPRs will be more complete.

(b) In the transformation process, the transformation function proposed in this paper can-
not only ensure that the DHLPRs and FPRs are with complete consistencies, but also 
fully consider the original linguistic information (DHLTSs). However, the transforma-
tion functions ( )=1,2,3,4kg k  discussed by Chiclana et  al. (1998) cannot ensure that 
the transformed FPRs are with complete consistencies. Furthermore, even though some 
functions of them use the utility values to reflect the degree to which one alternative is 
superior to another, but the degree has a certain proportion and cannot reflect the real 
relationship of any two alternatives.

(c) In the consensus reaching process, firstly, we do not need to improve the consistencies of 
the transformed DHLPRs considering that all the transformed DHLPRs are completely 
consistent. Secondly, the multi-stage consensus optimization model proposed in this 
paper consists of three objectives: minimizing the deviations of the modification mag-
nitudes, minimizing the cardinal number of modifications while keeping the value of 
the first objective constant, and minimizing the number of experts who need to change 



670 X. Gou et al. Managing consensus by multi-stage optimization models with linguistic preference ...

their evaluations. Therefore, this model can be used to achieve consensus using minimal 
changes in the size of the change, the number of modifications, and the number of indi-
viduals who need to revise their preferences. 
The method proposed by He and Xu (2018) only discusses how to identify the expert with 

the smallest consensus degree and proposed an automatic adjustment method to improve 
the consensus degree. Therefore, the multi-stage consensus optimization model proposed in 
this paper is more efficient and targeted.

Conclusions

Linguistic preference orderings are the useful representation forms for reflecting the real 
thoughts of experts in MEDM problems. Additionally, transforming each LPO into the cor-
responding DHLPR with complete consistency equivalently is the preparation of the con-
sensus reaching process. Finally, a multi-stage consensus optimization model is developed 
to provide more refined solutions to experts and help experts achieve consensus. The main 
contributions of this paper are as follows: 

(1) We have defined two novel concepts of LPOs, which are in continuous form and in 
decentralized form, respectively. 

(2) (We have developed two equivalent transformation models to transform LPOs into 
the corresponding DHLPRs with complete consistencies. 

(3) We have established a multi-stage consensus optimization model by considering the 
suggested preferences represented in both the continuous scale and the discrete scale. 
Additionally, we have also developed a multi-stage interactive consensus reaching 
algorithm to deal with the MEDM problem with LPOs.

(4) We have made some comparative analyses between the proposed methods and mod-
els and some existing methods to show the advantages of the proposed methods and 
models.

However, this paper only researches the additive consistent DHLPR and discusses the 
general consensus reaching environment. As the future study, we will continue to investigate 
the other consistency methods for DHLPRs, such as multiplicative consistency and interval 
consistency, and use them to deal with LPOs. Additionally, we will also research some con-
sensus models with LPOs under large-scale group decision making environment (Gou et al., 
2019b; Song & Hu, 2019; Song & Li, 2019).
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