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Article History:  Abstract. Today, various types of data are constantly growing, so they can be used for differ-
ent purposes. In this investigation, educational data has been analyzed to determine the in-
fluence of assessment on student knowledge. The newly collected dataset has been prepared 
and statistically analyzed. The dataset consists of open-question answers collected on one 
study subject during the midterm exam at Vilnius Gediminas Technical University. The results 
of the statistical analysis have shown that by using the text generators, students obtained 
higher grades by paraphrasing the answers to the questions in good quality. Furthermore, 
research has shown which types of questions are more difficult for students to answer with-
out additional material and using text generation tools. It can be useful for lecturers planning 
course assessment tasks.

 ■ received 12 April 2024
 ■ accepted 27 May 2024

Keywords: educational data mining, learning analytics, statistical analysis, Lithuanian texts, open-questions dataset.

      Corresponding author. E-mail: birute.pliuskuviene@vilniustech.lt

1. Introduction

Data mining is an essential task in numerous application areas, as it is used to extract interest-
ing patterns or discover anomalies from various datasets. Its capabilities to uncover unknown 
but useful knowledge make it suitable to be used in such areas as banking, retail, medical, 
insurance, bioinformatics, etc. Different techniques such as statistics, database systems, ma-
chine learning, pattern recognition, visualization, information retrieval, etc., come handy when 
trying to expose patterns in data (Gupta & Chandra, 2020). 

Currently, Machine Learning (ML) is one of the most widely explored fields, largely due to 
its versatile applicability to address a myriad of daily tasks and significant scientific challeng-
es. In recent years, significant advances in technology and the accessibility of large datasets 
have contributed to notable progress in the field of ML. Depending on the type of data, 
the datasets can be further classified into text, image, and audio datasets. Text datasets are 
essential in Natural Language Processing (NLP) (Fanni et al., 2023) tasks such as sentiment 
analysis (Kapočiūtė-Dzikienė & Salimbajevs, 2022; Shaik et al., 2023; Mercha & Benbrahim, 
2023), text classification (Štrimaitis et al., 2022; Palanivinayagam et al., 2023) and semantic 
analysis (Maulud et al., 2021). These main types of datasets are discussed by Gong et al. 
(2023). Provides a summary of these datasets, indicating the main types of application tasks, 
the amount of data, and the data content of the datasets. However, the main aim of this 
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paper is to provide a comprehensive review of research on dataset quality. Because the effec-
tiveness of ML models greatly hinges on the quality of the dataset used to train and evaluate 
the models (Gong et al., 2023).

Despite of different types of data mentioned previously, there is a huge amount of infor-
mation available in natural language in diverse domains. Thus, to process this information by 
a computer or machine in various applications, it needs to be in a structured format. Knowl-
edge extraction refers to such a process when relevant information from the unstructured 
data is extracted and represented in a structured form (Nismi Mol & Santosh Kumar, 2023). 
Data mining and knowledge extraction together allow one to gain more insight for the fields 
in which they are applied. In recent years, data mining has become more and more applied 
in the analysis of educational data. 

Therefore, it has become a developing research area where researchers focus on using 
data mining techniques on data collected from an educational environment (Rao & Chen, 
2024). Therefore, data mining in education or simpler educational data mining (EDM) usually 
comes together with another research field, learning analytics (LA). Both fields focus on ex-
ploring data to improve learning processes (Baek & Doleck, 2023). Educational Data Mining 
(EDM) and Learning Analytics (LA) are interdisciplinary fields that draw on information retriev-
al, recommendation systems, visual data analytics, and more. They represent the intersection 
of computer science, education, and statistics. This overlap also gives rise to related subfields 
like computer-based education (CBE), data mining and machine learning, and educational 
statistics (Romero & Ventura, 2020).

The latest area in EDM is the analysis of students’ unfair behavior, where answers are 
generated by chatbots rather than written by students (Bouaine et al., 2023; Stefanovič et al., 
2024). In the field of LA, little attention is paid to estimating how chatbot use affects student 
evaluation. Therefore, this research aims to investigate the effect of ChatGPT usage on stu-
dent grades for open question answers written in the Lithuanian language. To achieve this ob-
jective, a statistical analysis of the newly collected educational data has been performed. The 
dataset consists of the students’ open-question answers written in the Lithuanian language 
and the grades for each answer provided by the lecturer. The dataset was prepared in such 
a way that original and text generator-based answers were collected. The analysis of this re-
search has shown how text generators affect the student’s results. Furthermore, research has 
shown which types of questions are easy to answer for students, no matter whether original 
or text-generated student answers have been provided. The results are useful for lecturers, 
as well as to improve the quality of assessment tasks in their courses.

The manuscript is organized as follows. In Section 2, the related works have been re-
viewed. Section 3 describes the dataset analyzed. The statistical research of the chosen data-
set is performed in Section 4. Section 5 concludes the manuscript. The discussion is presented.

2. Related works 

2.1. Research in the fields of educational data mining and learning analytics

Educational Data Mining (EDM) and Learning Analytics (LA) are not new topics. The more 
active article publishing in this field was started in the early 1990s. Although sometimes 
both terms are presented in the same research, some papers are concentrated just on some 



New Trends in Computer Sciences, 2024, 2(1), 19–30 21

specific aspect of those two. The number of papers published on the Web of Science platform 
during the last 15 years has grown (see Figure 1). Very similar tendencies are visible for cases 
where both topics are covered, and at least one of them is covered. The absolute numbers 
of these two cases are different at different times, whereas the correlation of 0.96 between 
the data indicates similarities in the trends.

The EDM focuses on creating techniques to analyze unique data from educational envi-
ronments, essentially applying data mining methods to address significant educational ques-
tions (Romero & Ventura, 2020). The recent surge in accessible learning data has increased 
the importance of EDM in enhancing comprehension and optimizing the learning process 
and the environments in which it occurs. EDM has emerged as a powerful instrument for 
uncovering hidden correlations within educational data and forecasting student academic 
achievements. Modeling the performance of students presents itself as a formidable and 
widely explored subject within the realm of educational data mining (Khan & Ghosh, 2021).

An overview of the researches carried out between 2010 and 2020 is provided by Namoun 
and Alshanqiti (2020). The research in this paper describes how a total of 62 relevant papers 
have been analyzed investigating the prediction of learning outcomes and factors that impact 
student outcomes (Namoun & Alshanqiti, 2020). Another research by Yağcı (2022) introduces 
a new model based on machine learning algorithms to anticipate the final exam scores of 
undergraduate students, utilizing their midterm exam grades as the primary dataset. Based 
on the results of this research, it can be inferred that the midterm exam scores of the stu-
dents serve as a significant predictor to forecast their final exam grades (Yağcı, 2022). Khan 
and Ghosh (2021) presented a review of existing EDM literature on analysis and prediction of 
student performance. This paper presents a review of 140 relevant studies published between 
2000 and 2018. This methodical survey would help EDM researchers progress in the field of 
predicting grades for the next term (Khan & Ghosh, 2021). Educational data mining is also 
used in a study by Hasan et al. (2020), which predicts overall performance at the end of the 
semester using video learning analytics and data mining techniques.

Figure 1. Change in the number of articles published on the Web of Science, 
search phrase “educational data mining AND learning analytics”
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In research conducted by Baek and Doleck (2023), EDM together with LA has been re-
viewed. The authors systemized 492 LA and 194 EDM articles from Web of Science (WoS) 
that have been published between 2015 and 2019. Research focused on similarities and dif-
ferences between these two fields, showing that EDM and LA usually come together (Baek & 
Doleck, 2023). Rao and Chen (2024) have done a review of the literature retrieved from the 
Scopus database. However, the author only analyzed data mining in education or educational 
data mining. 

Learning analytics uses data, statistical analysis, and predictive models to understand 
complex issues and enhance the student learning experience (Hasan et al., 2020). By analyz-
ing student data and activities, higher education institutions can ensure institutional success, 
retain a diverse student population, and improve resource management based on student 
success. The field of LA has experienced rapid growth over the past decade. However, the 
implementation of LA is predominantly limited in scope and often isolated at the instructor 
level (Tsai et al., 2020). In the research by Tsai et al. (2020), the authors present an explora-
tory study on institutional approaches to LA in European higher education and discuss the 
prominent challenges that impede LA from reaching its potential. 

Similarly, Márquez et al. (2024) performed the systematic review of LA in higher education 
institutions. The authors described 14 factors that were identified in their research on the 
adoption of LA by higher education institutions. 

Romero and Ventura (2020) have described 16 of the most popular EDM/LA techniques. 
Most of these techniques are recognized as universally applicable across various data mining 
domains, including the following.

 ■ visualization (creating visual representations of data to effectively convey the findings 
of EDM/LA research to educators);

 ■ clustering (grouping of comparable materials or students according to their learning 
and interaction behaviors);

 ■ outlier detection (identifying students experiencing challenges or deviations in their 
learning processes);

 ■ causal mining (discovering which aspects of students’ behavior contribute to learning, 
academic failure, dropout rates, and similar outcomes);

 ■ statistics (analyzing, interpreting, and drawing conclusions from educational data);
 ■ text mining (analyzing the content of documents, chats, and web pages) (Romero & 
Ventura, 2020).

Gupta and Chandra (2020) performed a similar overview of data mining techniques, ap-
plications, and tasks as Gupta and Chandra (2020). The authors systemized the literature 
on data mining and structured the information that provides the relationship between data 
mining tasks and data mining techniques, as well as real-life data mining applications (Gupta 
& Chandra, 2020).

Despite the application areas, data extraction techniques help to extract a huge amount 
of data. Improvement in technology and the rise of artificial intelligence impact the efficiency 
of these techniques and enable more accurate knowledge extraction (Nismi Mol & Santosh 
Kumar, 2023). Most NLP applications in education focus on the automated assessment of 
essays and open-ended questions. Various methods to improve such evaluations through text 
mining are suggested in the scholarly literature (Ferreira-Mello et al., 2019). 
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2.2. Problematics of generative artificial intelligence in student evaluation

Generative Artificial Intelligence (AI), such as ChatGPT, has opened up new possibilities and 
challenges in traditional education, impacting learning outcomes, teaching methods, and 
evaluations. The research by Chiu (2024) employs a preliminary conceptual model, based on 
a comprehensive review of the literature, to examine the potential benefits and difficulties of 
implementing AI in education. ChatGPT, one of the newest publicly available machine learning 
solutions, has attracted attention over the past year for its advantages and disadvantages. 
In particular, in education, a major concern has emerged, as many students have begun to 
use ChatGPT to address various academic tasks, such as writing essays, answering questions, 
or completing exams. Often, students do not disclose their use of ChatGPT, leading to con-
cerns about plagiarism. Various studies are being conducted on the use of ChatGPT in the 
learning process. For example, Baidoo-anu and Owusu Ansah (2023) conducted a study to 
present the potential advantages and disadvantages of ChatGPT in facilitating teaching and 
learning. In this context, the question of plagiarism is often investigated. For example, this 
includes research related to plagiarism detection in academic writing (Jarrah et al., 2023), 
students answer to open-ended questions (Stefanovič et al., 2024), or student program cod-
ing (Hoq et al., 2024). ChatGPT complicates traditional plagiarism detection as user queries 
affect text generation. Novel solutions are needed to determine whether students wrote the 
texts themselves or used generators. Although there are some studies performed for plagia-
rism detection for the English language (Khaled & Al-Tamimi, 2021) or for cross-languages 
(Bouaine et al., 2023), few exist for the Lithuanian language (Stefanovič et al., 2024). Although 
more studies are performed for text mining in most spoken languages such as English, less 
popular languages are not analyzed as often. Further analysis is needed to establish modern 
solutions based on machine learning to determine similarity. At the same time, it is important 
to understand how ChatGPT usage affects the students’ evaluation. Alneyadi and Wardat 
(2023) analyzed how ChatGPT affects student achievement in the electronic magnetism unit 
for 11th grade students in Emirates school. Research on different study areas, national, lan-
guage, and other study-specific characteristics is not yet investigated. Therefore, research on 
different conditions, including the usage of the Lithuanian language, would help the Lithu-
anian education system. 

3. Educational context data 

In this research, a statistical analysis of educational context data has been performed (Kaggle, 
n.d.). The published dataset contained only the type of answer (original, generated, rephrased 
version of the generated answer) and the response text. In this investigation, the grade for 
each question was estimated. During the first stage, 118 students participated and received 
scores for the 5 questions received, resulting in 590 scores for the answers in total. In the 
second stage, 53 students participated. They provided fully generated answers and rephrased 
their version. They provided 263 answers for each type. Completely generated answers were 
eliminated from this research, while 263 rephrased answers scores were used to execute the 
research and compare with the original answers. The dataset has been collected at Vilnius 
Gediminas Technical University (VILNIUS TECH) during the Fundamentals of Data Mining 
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course in two stages. In this course, one of the assessment tasks is a midterm exam. In the 
first stage, students without additional material had to answer five open questions and solve 
a few practical tasks. During the midterm exam, it was ensured that the students did not 
cheat: did not use any computer tools, provided the answers in writing on the distributed 
settlement sheets. The settlement was monitored by multiple teachers. In this research, only 
open questions have been analyzed. The lecturer prepared a total of 15 questions for this 
course, where 6 of the questions are worth 3 points, and the rest 9 questions – 4 points. 
Points were assigned based on the complexity of the questions – standard questions were 
worth 3 points and more difficult ones – 4 points. Each student was randomly given two 
questions worth 3 points and three questions worth 4 points. In the further analysis, a relative 
score was measured for each question to eliminate the impact of the maximum answer mark. 
The midterm exam questions are presented in Figure 2a and Figure 2b.

At this stage, 118 students attended the midterm exam. The responses of the students 
were collected and evaluated manually by the lecturer of the course, and the label Original 
answers (standing for original students’ answers to the midterm exam) in the dataset was 
assigned to each answer. In this case, a total of 590 original responses written by the students 
have been obtained.

In the second stage, the same students had the possibility to participate in additional 
assessments, where the main idea was to answer the same questions using the ChatGPT text 
generators provided as a base. The students have been asked to save the original text given 
by ChatGPT 3.5 because it is free. There were no instructions given to students on how to 

a)

b)

Figure 2. The midterm exam questions: a – in Lithuanian; b – in English
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write prompts. Students could choose the language of prompts, but they had to submit the 
received answers in Lithuanian and also paraphrase them on their own. All the paraphrased 
answers have been collected and evaluated by the same lecturer, and the answers have been 
labeled as paraphrased answers (standing for answers from the midterm exam that were 
generated by a text generator and paraphrased by the students) in the dataset. A total of 
263 responses have been obtained in stage 2. 

The distribution of the answers to the questions given by the type of answer provided 
(original and paraphrased) is presented in Figure 3. There were three different cases of the 
test, where each student was given five questions from the list of 15 possible questions. We 
can see that in the case of the original answered questions, the highest number (60 answers) 
of answers has been collected from five questions (ID: 5, 6, 13, 14, 15). The rest of the ques-
tions were presented to approximately 30 students. 

In the case of the Paraphrased answers, the highest number of answers to the provided 
questions is equal to 22. This smaller number indicates that not all students participated in 
the second stage.

4. Comparison of grades for original and paraphrased answers 

To highlight the effect of text generator usage and the effect on open question answers 
grades, a comparative analysis of original and paraphrased answer grades was performed. 
The grades were expressed as a percentage to reflect the different marking scales (3 points 
and 4 points) for each question. Taking into account the different number of answers in each 
type of answer, the relative histogram was analyzed to see the mark distributions (see Fig-
ure 4). It illustrates that the grades do not follow a normal distribution (it is leaning toward 
exponential distribution), and the highest percentage of answers received maximum grade 
for a question (32% of answers for original answers and 76% for paraphrased answers). This 
distribution does not reflect the overall midterm complexity, as the second part (55% of 
possible points) was dedicated to more practical tasks. The open questions reflect the easier 
part of the midterm test. Therefore, the grade distribution is skewed towards higher grades.

Figure 3. Distribution of the answers to given questions
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The analysis of original and paraphrased answers indicates very uneven grades for these 
two types of answers. The average score for the original answer is 63% (standard deviation 
equal to 0.34), while for the paraphrased answers, 92% (standard deviation – 0.16). The box 
plot in Figure 5 illustrates that all the grades in the paraphrased answers get the highest 
grade. Taking into account the grade distributions, the lower grades are interpreted as out-
liers. This fact illustrates the positive effect of text-generating solutions on higher student 
marks for open questions. The two cases of students grade according to the distribution are 
statistically significant (the p-value is less than 0.0001).

Figure 4. The distribution of the relative grades according to the type of 
answer – is it a human answer or a rephrased ChatGPT answer

Figure 5. The distribution of the grades according to 
the type of answer
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Although the overall grade illustrates the statistically significant difference between the 
original and paraphrased answer grades, the situation varies for different questions. Question 
1 and Question 5 do not have statistically significant differences between grades (p-values are 
0.32 and 0.27 respectively). This is affected by the fact that those questions were the easiest 
for students and the original answer grades average for those to about 90%. 

The radar diagram in Figure 6 confirms that the average grade for each question was 
lower for the original answers. Meanwhile, the difference between individual questions varies 
and is minimal for Q1 and Q5. The largest difference between the original and paraphrased 
answers was monitored for Q2, Q8, Q11, and Q15. These four questions were the hardest for 
the students, and the average grade for each of them did not reach 40%. Those questions 
are similar in topic as require understanding of some metrics, statistics. 

Analyzing the grade distribution for individual questions (see Figure 7) additional insights 
can be spotted:

 ■ The most balanced questions for the original answers were Q7, Q9, Q10, and Q12. The 
quartiles of these answer grades are the most even.

 ■ The most difficult question for text generators was Q15. In most cases, the grade for the 
Q15 paraphrased answer was 75%, while the other cases are assumed to be outliers in 
this case. The reason behind it is the need to generate a confusion matrix and explain 
its results specifically, not provide a definition of it.

 ■ Questions Q4, Q12 and Q14 are those, who had the biggest grade distribution for 
the paraphrased answers. While in other questions the lower grades are statistically 
assumed as outliers, for those 3 questions, the proportions of lower grades are higher 
and reflects in a wider grade-quartile distribution.

 ■ The easiest questions for the students were Q1, Q3, Q5, Q6, Q13, and Q14. There are no 
zero grades for questions that analyze the original answers or those that are extremely 
rare and are assumed as extremums.

The most stable grades for the original answers were for Q4. From a statistical point of 
view, all students were able to explain two out of three terms.

Figure 6. The distribution of the type of grades 
based on the answer per question
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5. Discussions and conclusions

The analysis of related works indicates that interest in EDM and LA is increasing among re-
searchers and the number of papers on these topics has the potential to grow. Growth may 
be affected by new possibilities and challenges facing the educational system. The increased 
availability of generative artificial intelligence solutions, such as ChatGPT, changed the study 
process. Some research papers have already been published to develop unfair behavior, using 
ChatGPT for student knowledge evaluation tasks. However, more attention could be paid to 
estimate the effect these technologies have, in general, on student grades. Therefore, this 
research contributes in this field, highlighting the possible variations in students’ grades in 
case of fair answers to open questions and when ChatGPT was utilized helping the student 
answer the questions. 

In the research, conducted at VILNIUS TECH, the students answered open questions indi-
vidually and then used publicly available systems to answer their questions. This reflects the 
situation of most common cases, when no special resources are needed to get a fast answer 
to the course related question.

The students did not have dedicated training in prompt generation. They used their per-
sonal experience. This usually led to a long answer with multiple details and repetitions. The 
answer length is one of factors, distinguishing the large language model generated answer 
from original or rephrased answers. In those cases, generated text paraphrasing was needed 
to shorten the text or select just the most relevant one. The paraphrased answer grades were 
compared to original answer grades in this research to reflect a more realistic situation when 
students adapt and paraphrase the answer (or at least select just part of the generated text) 
to mimic independent understanding of the question.

The results of the comparative analysis indicate that the use of text generation tools has 
a significant effect on student grades while answering open questions on the midterm exam. 
The percentage of maximum grades increases more than twice when students are allowed 
to use text generation tools to answer questions.

This research was unable to identify the main factors that affect the lower performance 
of text generation tools, as only one of the questions had a lower than 75% average grade 

Figure 7. The distribution of the grades according to the type of answer
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for the answers. We can guess that it was mostly related to the fact that it required not only 
to provide an example but also to analyze the data of the provided example. To estimate the 
limitations of text generation tools, a wider variety of questions should be tested.

In the results, it is evident that the use of text generation tools significantly affects the 
grades of students. Therefore, to ensure the knowledge of students more accurately on a 
specific topic, high attention must be paid to the prevention of text generation tools.
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