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ABSTRACT

An interactive optimization method for multiple criteria problems by using computer
network has been developed. The advantages are as follows: the problem can be solved by
many computers in parallel; the researcher is active in the optimization process that
makes it possible to discover a new knowledge of the problem.

1. INTRODUCTION

The intensive development of new technologies requires to solve complex prob-
lems of computer-aided design and control. Here the search for optimal so-
lution acquires an essential significance. World investigations in this area are
carried out in two directions: development of new optimization methods as
well as software that would embrace various realizations of the methods de-
veloped. Currently, computer networks have been widely spread and permit
to solve complex optimization problems by using simple computers. Further-
more, the networks permit significantly more complex problems, that can be
solved by using the aggregate power of many computers. The method for
a complex interactive optimization problem by using computer network has
been suggested.
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2. FORMULATION OF THE OPTIMIZATION PROBLEM

In everyday life we often deal with problems of multiple criteria [8]. In com-
mon case, the ideal solution with respect to one criterion can be absolutely
unacceptable with respect to another. Thus, it is necessary to seek an optimal
solution, that could satisfy all the criteria.

Let us analyze a multiple criteria problem:

min (X), i=1,p, 2.1
X:(zl,...7xn)eAf]( ), i=1Llp (2.1)

where A is a bounded domain in n-dimensional Euclidean space R":p is a
number of criteria making problem (2.1), the functions f;(X): R" — R' are
criteria.

One of the possible ways to solve the system of problems (2.1) is to make
a single criterion problem by summing up all the criteria, that are multiplied
by positive coefficients A;,j = 1,p [9]:

min N f(X). (2.2)

Then, the solution of problem (2.2) has been iterated by selecting different
coefficient values, A;,j = 1, p. As a result, we get the points of Pareto set [9]
and the most acceptable of them are selected.

3. INTERACTIVE USE OF THE COMPUTER NETWORK

3.1. Computer software and hardware

Problem (2.2) has been solved by using computer network under a software
package PVM (Parallel Virtual Machine) [5, 6, 7]. Recent experiments are
carried out by using package MPI (Message Passing Interface) [10]. The pack-
ages are designed to link computing resources and provide users with a parallel
platform for running their computer applications, irrespective of the number
of different computers they use and where the computers are located. In our
case, the virtual machine runs on 15 Pentium II computers that are intercon-
nected to the local network (see Fig. 1). The operating system Windows NT
is used.

3.2. Special software

The problem has been solved by creating a special graphic environment that
provides a rapid and visually acceptable results. Simultaneous interface of
multiple results (Fig. 2 top windows) and an interactive replacement of the
initial data (Fig. 2 bottom window) is permissible. Thus, the process of solv-
ing the problem is facilitated. The example bellow is an obvious illustration
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Figure 1. Computer network.

of relatively great violations of the recommended permissible minimal and
maximal amounts of the nutritive characteristics in feed at a lower price. In
this case, the violations of the recommendations decrease when the price is
rising.
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Figure 2. The window of an interactive comparison of the solutions.

3.3. The interactive optimization algorithm

Computer network offers new methods and tools to solve problem (2.2) (also
(4.3)). Two possible methods are presented bellow:

e Parallelisation of the optimization algorithm (in our case — variable matrix).
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e Interactive decision making on the basis of several solutions of problem
(2.2) obtained by using local optimization by different computers with
various values of the coefficients A; (in the case of problem (4.3) — the
coefficients r;).

The shortcoming of the first method is a sufficiently complex optimization
algorithm and the corresponding software is based on authors’ great back-
ground knowledge. Thus, it is considerable to use acclaimed optimization
means without any alteration. As a result, the efficiency of the second method
is higher as there is human participation in it. The following interactive op-
timization method is proposed:

e The solving of the optimization problem with different initial data is per-
formed in parallel: different computers solve the same problem (2.2), with
a different coefficients A; combination. The process is organized by desig-
nating the computers as the host and the workers. The host controls the
process of computer members, i.e. workers, that execute the host tasks (see
Fig. 3).

e Any solution returned to the host by any worker is compared visually with
solutions returned earlier by the workers, and new tasks are allocated for
the computer network combining the new combination of coefficients Aj;.
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Figure 3. The structure of interactive analysis.

The investigator starts up by organizing all the computers to solve the
problem with various initial data. During the time moment ¢; the problem
is solved only once by using either one or more computers. From the time
moment #;, the efficiency of the problem calculation increases (see Fig. 4) as
the user has a greater number of various solutions for the interactive decision
making.
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Figure 4. The efficiency conditions of the computer network application.

4. APPLICATION

The problem of this type is solved in papers [1, 2]. This is a problem of

selection of the optimal nutritive value. The criteria groups are as follows:
n
1) feed cost price p(z1,...,2n) = > ziki,
i=1
2) recommended permissible maximal and minimal violation of the require-

ments ¥, (z1,...,2,),5 =1,m:

(0,
if Rznin < 1211:1 xiAij(zy, .., 2,) < R} ascs
ZZ:l:l ziAij (1, Tp) — Rinax,
Wz, an) = if Xn::EiAij(:El,...,:En)fRzﬂax>0;

i=1

if R

min

- Z mzAZ](ml, ..71‘n) > 0:
i=1

\

where z; is the constituent part of the i-th ingredient in feed;
R? . is the recommended permissible minimal amount of the j-th nutritive
characteristics in feed;

RI, ... is the recommended permissible maximal amount of the j-th nutritive
characteristics in feed;

A;; is a non-linear function, expressing the value of the j-th nutritive char-
acteristics of the i-th ingredient;

k; is the price of the i-th ingredient for a weight unit.

The criteria of the first and the second groups are contradictory  when
the violation of permissible amount of nutritive characteristics increases, the
price of feed is falling.
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Taking into consideration, that the sum of ingredient constituent parts z;
must be equal to 1 and the ratio of the nutritive characteristics affect the feed
intake (see [1, 2]), the following equations in the definition domain A may be
considered:

> a=1, (4.1)

2) > wi(Aur (@, mn) — ey A (@1, 2)) = 0, v =T,w, (4.2)

where: ¢, is the required v-th ratio of the nutritive characteristics;

(t7,t%) is the v-th combination of the nutritive characteristics that are re-
stricted in pairs;

w is the number of combinations of the nutritive characteristics that are
restricted in pairs.

In [1, 2] the following formulation of the selection of the optimal nutritive
value problem is considered:

min  f(xy,...,2,) =
Tl Tm

mir}tn erq/?(xl,...,mn)+inki+s(2xi71)2+ (4.3)
i=1 i=1

L1y
j=1
w n
+ZSU(ZmZ(AZtT (ml ----- mn) _C,/Aitg (1'17 71‘n)))2} 3
v=1 =1
ziﬂn <z; < zﬂlax, 1 =1,n.

Here constraints (4.1) and (4.2) are included into the object function
with positive weight coefficients s and s,,v = 1,w. Thus, the problem has
been simplified as the definition domain of problem (4.3) transferred into the
rectangular.

In comparison with problem (2.2), the coefficients r; of problem (4.3)
correspond to the coefficients \; of problem (2.2); the coefficient at the cri-
terion ¢(zy,...,T,) is equal to 1, i.e. A1 = 1. The peculiarity of problem
(4.3) is the use of squared criteria ¥; in the object function. Likewise the
transformation of determined area to rectangular one, it broadens the scale
of potential local optimization algorithms.

The authors in [1, 2] suggest to solve problem (4.3) by using variable matrix
algorithm [3], that presents in the optimization software MINIMUM [4]. The
values of the coefficients s and s,,v = 1,w, have been fixed relatively great.
Selecting different values of the coefficients r; as well as the initial values of the
argument X = (z,...,x,) during some consecutive iterations, the solutions
are different. The interactive selection of the coefficients like this enables us
to find the solution that satisfies the technological needs.
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5. CONCLUSIONS

An interactive optimization method by using computer network has been
proposed. The advantages of the method are as follows:

e The problem is solved by more than one computer. Thus, the computer
time for optimal solution may be economized.

e The investigator participates actively in the optimization process.

e The investigator discovers a new knowledge of the problem in the process
of calculation. Thus, it may result a new and more efficient optimization
strategy to be designed or applied.

Further investigations seek to estimate experimentally the efficiency of the
computer network application depending on:

e single duration of the local optimization;

e strategy of visual presentation of a set of results (solutions) of the local
optimization (acceptable various result treatment, for instance, memorizing
all the solutions, some of them, the optimal and etc.);

e simultaneous communication of multiple investigators by using common
computer network.
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KOMPIUTERIU TINKLO PANAUDOJIMAS INTERAKTYVIAM
OPTIMIZACIJOS UZDAVINIU SPRENDIMUI

G. DZEMYDA, T. PETKUS, J. SINKUNAS

Daugelio kriterijy optimizavimo uzdavinys yra daznai sutinkamas sprendziant taikomuosius
uzdavinius. Taciau jo sprendimas reikalauja pakankamai dideliy kasty. Pastaruoju metu
aktyviai vystomi interaktyvis optimizacijos metodai. Jie leidzia sprendéjui aktyviai valdyti
sprendimo procesa. Algoritmo vykdymui spartinti pateikiama lygiagreciojo metodo versija.
Lygiagretieji optimizavimo algoritmai leidZia ne tik iSspresti uzdavini greic¢iau, bet ir iSspre
sti daug sudétingesnius uzdavinius, kai panaudojami suminiai daugelio procesoriy resursai.
Skaiciavimai atlikti 15 Pentium II kompiuteriy tinkle, naudota PVM ir MPI bibliotekos ir

Windows NT operaciné sistema.



