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Abstract. In this paper, by using double fixed point theorem and a new fixed point
theorem, some sufficient conditions for the existence of at least two and at least three
positive solutions of an nth-order boundary value problem with integral boundary
conditions are established, respectively. We also give two examples to illustrate our
main results.

Keywords: boundary value problems, fixed point theorem, positive solutions, integral

boundary conditions.

AMS Subject Classification: 34B15; 34B18.

1 Introduction

The theory of boundary value problems with integral boundary conditions
for differential equations arises in different areas of applied mathematics and
physics. Moreover, boundary value problems with integral boundary condi-
tions constitute a very interesting and important class of problems. They
include two, three, multi-point and nonlocal boundary value problems as spe-
cial cases. The existence and multiplicity of positive solutions for boundary
value problems with integral boundary conditions have received a great deal
of attentions. To identify a few, we refer the reader to [1,2,6,7,8,9,11,14,15]
and references therein. On the other hand, there is not much studies of higher-
order differential equations with integral boundary conditions in the literature,
see [3,4,10,12,16].

In [6], by using Krasnoselskii’s fixed point theorem, Boucherif investigated
the existence of positive solutions of following nonlocal second-order boundary
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value problems with integral boundary conditions

y' = f(ty(t), 0<t<1,

y(O)*ay/(O):/O go(s)y(s)ds,
y(1) = by (1) = / 0 (3)y(s)ds.

In [3], Ahmad and Ntouyas considered the following n-th order differential
inclusion with four-point integral boundary conditions

M (t) € F(t,z(t), 0<t<l,

&
z(0) = a/o x(s)ds, '(0)=0, 2”(0)=0, ..., 22 (0) =0,

1
x(l)zﬁ/ x(s)ds, 0<&<n<l.
n

The existence results were obtained by applying the nonlinear alternative of
Leray—Schauder type and some suitable theorems of fixed point theory.

In [4], Ahmad and Ntouyas developed some existence results for the fol-
lowing nth-order boundary value problem with four-point nonlocal integral
boundary conditions by using Krasnoselskii’s fixed point theorem and Leray—
Schauder degree theory

2™ ()= f(t,z), 0<t<l,

13
z(0) = a/o z(s)ds, '(0)=0, 2”(0)=0, ..., 272 (0) =0,

1
x(l):ﬁ/ xz(s)ds, 0<&<n<l.
7

In [16], Zhang et al. investigated the existence of positive solutions of the
following nth-order boundary value problem with integral boundary conditions
by using the fixed point theory for strict set contraction operator

™ () + f(tx@),2'(t),2" (1), .2 () =0, teJ t#ty,
A:c(”72)} =—1I (:E(”’Q)(tk)), k=1,2,....,m,

t=t

2@(0) =0, i=0,1,...,n—3,
1
22 (0) = 2(-)(1) = / g(t)z"=2) (t)dt.
0

In [10], Feng et al. studied the existence, nonexistence, and multiplicity of
positive solutions for the following nth-order impulsive differential equations
with integral boundary conditions

e () + f(tx(t) =0, teJ, t#t,
_Ax(n_1)|t:tk =Ii(z(te)), k=1,2,...m,

z(0) =2'(0) = --- =2z(2(0) =0, (1) :/0 h(t)z(t)dt.

Math. Model. Anal., 20(2):188-204, 2015.
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Motivated by the above results, in this study, we aim to develop some
existence results for the following nth-order boundary value problem (BVP)
with integral boundary conditions

u™(t) + f(t.u®)) =0, te0,1],

au™=2)(0) — bu"~1(0) =

cu™ 2 (1) + du" V(1) =

u@(0)=0, 0<i<n-—3,

where n > 3.
Throughout this paper we assume that following conditions hold:

(C1) a,b,c,d € [0, +00) with ac + ad + be > 0;
(02) f S C([()) 1] X R+7R+)7 where R-‘r = [Oa +OO),
(03) 91,92 € C([O’ 1}7R+)'

By using the double fixed point theorem [5], we get the existence of at least
two positive solution for the BVP (1.1).

This paper is organized as follows. In Section 2, we provide some definitions
and preliminary lemmas which are key tools for our main results. We give and
prove our main results in Section 3. Finally, in Section 4, we give an example
to demonstrate our main results.

2 Preliminaries

In this section, we present auxiliary lemmas which will be used later.
We shall reduce problem (1.1) to an integral equation in C([0,1]). To this
goal, firstly by means of the transformation

u" 2 (1) = y(b), (2.1)

we convert BVP (1.1) into

(n=2)(t) = y(t), te[0,1],
w0 =y, el (22)
u0)=0, i=1,2,..,n—3,

and

ay(0) — by'(0) = /0 g1(s)u(s)ds, (2.3)
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Lemma 1. Ify € C(J), then BVP (2.2) has a unique solution w and u can be
expressed in the form

t _ s n—3
u(t) = /0 (t(n_)g)!y(s)ds. (2.4)

Proof. The proof follows by routine calculations. O

Set
N _f01 191(5) (b+as)ds p— {01 g1(8) (d+c(1—s))ds 2.5)
p—Jy g2(s) (b+as)ds  —[; g2(s) (d+c(1—s))ds
and
p = ad + ac + bc. (2.6)

Lemma 2. Let (C1)~(C3) hold. Assume that
(C4) A #0.

If y € C[0,1] is a solution of the equation

(t):/o G (t,5) f(s,u(s))ds + A(S)b+at) + B(f)(d+c(1 — ), (2.7)

where

(b+as)(d+c(l—-1¢)), s<t,

1
6t = { e aret sy, 12n 25)
1 fol g1(s)H(s)ds p— fol 91 d—|— c(1—s))ds
A(f) B A fol 92 H(S)ds 7‘[0 92 d+ (1 - 5))d‘9 ’ (29)
B(f)— ~Jp 91 ()0 - as)ds fo 91(s)H (5)d (2.10)
p— fo g2(s)(b+ as)ds fo g2(s)H (s )ds ’

1
:/ G (s,r) f(r,u(r))dr,
0
then y is a solution of the BVP (2.3).

Proof. Let y satisfies the integral equation (2.7), then we will show that y is
a solution of the BVP (2.3). Since y satisfies equation (2.7), then we have

(t) :/0 G (t,s) f(s,u(s))ds + A(f)(b+at) + B(f)(d+ c(1 —t)),

Math. Model. Anal., 20(2):188-204, 2015.
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ie.,

y(t) = /0 %(b +as)(d+c(1— 1)) f(s,u(s))ds

—I—/t %(b—!— at)(d +c(1 —s)) f(s,u(s))ds
+ A(f)(b+ at) + B(f)(d + c(1 — 1)),

y'(t) = —/0 %(b—l—as)f(&u(s))ds

1 a
+ /t 0+ (1 =) (s, u()ds + A(a = B()e
So that

y"(t) = (—c(b +at) — a(d +c(1— t)))f(t, u(t))

DI

(~(ad +ac+be)) £ (£, u(t))
= —f(t,u(t)).

Since

1
y(O):/O %(dJrc(lfs))f(s,u(s))ds+A(f)b+B(f)(d+c),

y(0) = /0 %(d o1 — ) f(s,u(s))ds + A(f)a— B(f)e,

we have that

ay(0) — by’ (0) = B(f) (ad + ac + be)
:/0 91(8)[/0 G(s,r)f(r,u(r))dr
+A(f)(b+as)+ B(f)(d+c(1—s))|ds. (2.11)

Since

y(l):/O %(b—i—a(s))f(s,u(s))ds—|—A(f)(b+a)+B(f)d,

1 C
yuw:—A © (b-+ a(s)) (s, u(s))ds + A()a = B(£)e

we have that

ey(1) + dy' (1) = A(f) (ad + ac + be)
:AgwﬁAG@ﬂﬂmWWT

+ A(f)(b+as) + B(f)(d+ c(1 - s)) |ds. (2.12)
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From (2.6), (2.11) and (2.12), we get that

:—/0191(8) (b+ as) ds] A(f) + [p— /0191(5)(d+c(1 —s))ds: B(f)

= /0191(5) </01 G(s,r) f(TaU(T))dT) ds,

:p / " ga(5) b+ as) ds] A(f) + [ / " gals)(d+ (1 - s))ds: B(J)

_ /0192(5) (/01 G (s,7) f(r,u(r))dr) ds,

which implies that A(f) and B(f) satisfy (2.9) and (2.10), respectively. O

Lemma 3. Let (C1)~(C3) hold. Assume
(C5) A <0, p— fol g2(s)(b+as)ds >0, a — fol g1(s)ds > 0.

Then for y € C[0,1] with f, q > 0, the solution y of the problem (2.3) satisfies
y(t) >0 fort € ]0,1].

Proof. Tt is an immediate subsequence of the facts that G > 0 on [0, 1] x [0, 1]
and A(f) > 0, B(f) > 0. O

Lemma 4. Let (C1)-(C3) and (C5) hold. Assume that
(C6) ¢ — fol g2(s)ds < 0.

Then the solution y € C[0,1] of the problem (2.3) satisfies y'(t) > 0 for t €
[0,1].

Proof.  Assume that the inequality y'(¢) < 0 holds. Since y/(¢) is nonincreasing
on [0,1], one can verify that

y' (1) <y (), telo,1].

From the boundary conditions of the problem (2.3), we have

~Su)+ 5 [ e <y <o

The last inequality yields

1
—cy(1) +/0 92(8)y(s)ds < 0.

Therefore, we obtain that

/ a(s)y(1)ds < / g2(s)y(s)ds < cy(1),
0 0

Math. Model. Anal., 20(2):188-204, 2015.
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<c _ /0 1 gg(s)ds) y(1) > 0.

According to Lemma 3, we have that y(1) > 0. So, ¢— fo g2(8)ds > 0. However,
this contradicts to condition (C'6). Consequently, y'(t) > 0 for tel0,1]. O

ie.,

Let the Banach space B = €([0,1]) be equipped with the norm |ly|| =
maxyeo,1) |4(t)], and we define a cone P in B by

P = {y € B: y(t) is nonnegative, nondecreasing and concave on [0,1]}.(2.13)
Lemma 5. Let y € P and 0 < n < 1. Then,

min y(t) > .
tem]y( ) =1yl

Proof.  Since y € P we know that y(t) is concave on [0, 1]. So, mingc, 1) y(t) =
y(n) and ||y|| = max;cjo,1) y(t) = y(1). Since the graph of y is concave down on
[0, 1], we have

y(1) —y(0) _ y(n) —y(0)
1 - 7

)

ie., y(n) > ny(1) + (1 —n)y(0). So, y(n) > ny(1). The proof is complete. O

We define the operator T': B — B by

(Ty)(t / G (t,s) F(s,y(s))ds + A(f)(b+ at) + B(f)(d + c(1 — 1)),(2.14)

where F(t,y(t f(t, ft (t(n”;, y(r)dr), G, A(f) and B(f) are defined as in
(2.8), (2.9) and (2 10) respectively.

Solving BVP (1.1) is equivalent to finding fixed points of the operator T
defined by (2.14).

Lemma 6. Let (C1)~(C6) hold. Then T : P — P is completely continuous.

Proof. For all y € P, Lemmas 2, 3, 4 and the definition of T', we have
(Ty)(t) >0, (Ty)'(t) >0, and (Ty)'(t) is concave on [0, 1].

Then Ty € P. So T is an operator from P to P. By Arzela-Ascoli theorem, we
can easily prove that operator T' is completely continuous. O
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3 Main Results

In this section, our objective is to establish the existence of at least two positive
solutions and three positive solutions for the BVP (1.1) by using double fixed
point theorem [5] and a new fixed point theorem [13], respectively.

For a nonnegative continuous functional v on a cone P in a real Banach
space B, and each d > 0, we set

P(y,d) = {y eP:y(y) < d}.

Lemma 7 [Double Fixed Point Theorem]. [5] Let P be a cone in a real
Banach space B. Let a and ~y be increasing, nonnegative, continuous functionals
on P, and let B be a nonnegative, continuous functional on P with B(0) = 0
such that, for somel >0 and M > 0,

Y(y) <By) <aly) and |yl < My(y)

for all y € P(v,1). Suppose that there exist positive numbers j and k with
J <k <1 such that

BAy) <AB(y), for0<A<1 and ye€IP(B,k)

and T : Py, 1) — P is a completely continuous operator such that:
(i) v(Ty) > 1 for all y € OP(v,1);
(i1) B(Ty) < k for ally € 0P(B,k);
(i1i) P(a, j) # 0 and «(Ty) > j for all x € IP(«, j).

Then T has at least two fixed points, y1 and yo belonging to P(v,1) such that

J<aly) with Byr) <k, k<pPB(y2) with~(y2) <L.

Lemma 8. [13] Let P be a cone in a real Banach space B. Let ¢, 0 and
be three increasing, nonnegative and continuous functionals on P. There are
constants v > 0 and L > 0 such that

Y(y) <0(y) < oy), lyll < Mp(y)

for all y € P(p,v). Suppose there exists a completely continuous operator
T :P(,v) = P and constants 0 < h < p < v such that

(i) Y(Ty) < v for all y € OP(Y,v);
(1) O(Ty) > p for all y € OP(0,p);
(i11) P(p, h) # 0 and o(Ty) < h for all y € OP(p, h).

Then T has at least three fixed points, y1, y2 and y3 € P(Y,v) such that

0 <p(y1) <h<p(y2), 0(y2) < p < 0(y3), Y(ys) < v.

Math. Model. Anal., 20(2):188-204, 2015.
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Now we consider the existence of at least two positive solutions for the nth-
order boundary value problem (1.1) by using double fixed point theorem [5].

Let 0 < n < € < 1 and define the increasing, nonnegative, continuous
functionals «, -, and nonnegative, continuous functional 8 on P by

aly) = Joax y(t) =y(&), By) = Joax, y(t) = y(n),

Y(y) = trer[nnl] y(t) = y(n).

It is obvious that for each y € P,

In addition, from by Lemma 5, for each y € P,

1

1
Y| £ — min y —y(y)-
[l nte“]() n()

Thus,

1
lyll < 57(‘1})’ Vy € P.
For the convenience, we denote
fo g1(s fo (s,r)dr)ds p— fol g1(8)(d+ c(1 — s))ds
fo g2(s fo (s,7)dr)ds —fo g2(8)(d + ¢(1 — 5))ds
fol 91(s)(b+ as)ds fo g1(s) fol G (s,r)dr)ds
p fo 92(8)(b+ as)ds fol gg(s)(f1 G (s,r)dr)ds ’

B= z

N :/ G(n,s)ds+ A(b+ an) + B(d+ c(1 —n)).
0

Theorem 1. Suppose that assumptions (C1)—(C6) are satisfied. Let there exist
positive numbers j < k <1 such that

L’ (€ —n)" ",

L
0<j<=k
SISEYS TN@mo2

and assume that f satisfies the following conditions
(CT) f(tw) > 4 for all (t,u) € [,1] x U270 L),
(C8) f(t,u) < % for all (t,u) € [0,1] x [0, E]’
(C9) f(t,u) > L for all (t,u) € [¢,1] x [0, %’].

Then the boundary value problem (1.1) has at least two positive solutions.
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Proof. We define the completely continuous operator T' by (2.14). So, it is
easy to check that T : P(v,l) — P. We now show that all the conditions of
Lemma 7 are satisfied. In order to show that condition (i) of Lemma 7, we
choose y € 0P(7,1). Then v(y) = minsep, 1 y(t) = y(n) = [, this implies that

I <y(t) for t € [n,1]. Recalling that ||y < %’y(y) = %l, we get

l
I<yW <o, teln]
It is clear that
tt—r)"?
| S <y <ol el (3.1)

Since for ¢ € [, 1] the following inequality holds

t —r n—3 t —r n—3
y(t) > /o (t(n>3)!y(7”)d7“ 2 / (tni)!y(r)dr

t t—r n—3
2/ ((n _)3), nllyll dr,
) !

for t € [¢,1] we have

t —r n—3 13 —r n—3
| v = [T €D lar

ol €2 =

So, from (3.1) and (3.2) we get

(n [ G 2rvom) eon=[2mes]

Then assumption (C7) implies

n—2
ft,u) > %7 for all (t,u) € [¢,1] X [n((gn_nz))!l, Tﬂ
Therefore,
(Ty) = té%%}(T y)(t) = (Ty)(n)

1
:/0 G (n,s) F(s,y(s))ds + A(f)(b+ an) + B(f)(d + (1 —n))
2/0 G(77,5)F(s,y(s))als2/E G (n,s) F(s,y(s))ds

1
> 2/5 G(n,s)ds=1.

Math. Model. Anal., 20(2):188-204, 2015.
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Hence, condition (i) is satisfied.

Secondly, we show that (i7) of Lemma 7 is satisfied. For this, we select
y € 0P(B, k). Then, B(y) = max,co,, y(t) = y(n) = k, this means 0 < y(t) < k,
for all ¢ € [0,7)]. Noticing that ||y|| < %’y(y) = %B(y) = %kz, we get

0<y(t) < for 0 <t <1.

I |

From (3.1), we have

t n—3
(t—r) ) { k}
6, T uydr ) e 0,1] x |0, 2]
([ Ctgrvear) e o fo.k
Then, assumption (C8) implies

ftu) < % for all (¢t,u) € [0,1] x [0, ﬂ .

Therefore

B(Ty) = tlgl[gf;](Ty)(t) = (Ty)(n)

1
= /0 G (n,s)F(s,y(s))ds +A(f)(b+an) + B(f)(d+ c(l — 77))

<]]3(/OlG(n,s)ds+A(b+an)+B(d+c(1—n))> = k.

So, we get 5(Ty) < k. Hence, condition (i7) is satisfied.

Finally, we show that the condition (#) of Lemma 7 is satisfied. We note
that y(t) = £, 0 <t < 1 is a member of P(q, j), and so P(a, j) # 0.

Now, let y € 0P(a, 7). Then a(y) = maxc(o,¢ y(t) = y(§) = j. This implies
that y(t) > j for ¢ € [€, 1]. Recalling that ||y|| < %’y(y) < %a(y) = %, we get

J<yt) < tel§ ).

SEAS

From (3.1), we have

(t, /0 t my(r)dr> € [6,1] x [0, ﬂ

By assumption (C9),

ft,u) > % for all (¢,u) € [€,1] x {0, ﬂ
Then,
a(Ty) = tren[gfg](Ty)(t) = (Ty)(§)

= /o G (& 8) F(s,y(s))ds + A(f)(b+ a&) + B(f)(d + c¢(1 - &))
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1 1
> [ G Flsus)ds > [ Gles)Flsuls)ds
0 3
1 s
2/ G(n,s)F(s,y(s))ds>z/ G (n,s)ds = j.
3 3

So, we get a(T'y) > j. Thus, (éit) of Lemma 7 is satisfied.
Since all conditions of Lemma 7 are satisfied, T has at least two fixed points,
y1 and ys belonging to P(v,1) of BVP (2.3) such that

j<a(yr) with B(y1) <k, k< PB(y2) with~(y2) <.

Then the nth-order BVP (1.1) has at least two positive solutions
t n—3
(t—r) .
W= S () —1,2).

wit) = [ s (=1.2)

The proof is complete. O
Now we consider the existence of at least three positive solutions for the

nth-order boundary value problem (1.1) by the fixed point theorem in [13].

Let 0 < p < ¢ < 1 and define the increasing, nonnegative, continuous
functionals 1, 6, and ¢ on P by

(y) = max y(t) =y(p), Oly) = min y(t) =y(p),

(y) = Jnax y(t) = y(Q).

It is obvious that for each y € P, ¥(y) = 0(y) < ¢(y). In addition, for each
y € P, since y is concave on [0,1] we get ¢(y) = y(u) > py(1). Thus,

1
llyll < ﬁ@b(y) vy € P.

For the convenience, we denote

!2:/ G(u, s)ds, A:/ G(¢,s)ds + A(b+ aC) + B(d + c(1 - ().
¢ 0

Theorem 2. Suppose that assumptions (C1)—(C6) are satisfied. Let there exist
positive numbers h < p < v such that

h(n —2)! << Qv
2 (C—p)" A
and assume that f satisfies the following conditions

(C10) f(t,u) < for all (t,u) € 0,1] x [0, 1],
(C11) f(t.u) > & for all (t,u) € [¢,1] x [HE71E Zp, 2],

Math. Model. Anal., 20(2):188-204, 2015.
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(C12) f(t,u) < L for all (t,u) € [0,1] x [0, %]
Then the boundary value problem (1.1) has at least three positive solutions.

Proof. We define the completely continuous operator T by (2.14). So, it is
easy to check that T : P(¢,v) — P. We now show that all the conditions of
Lemma 8 are satisfied. In order to show that condition (i) of Lemma 8, we
choose y € 0P(¢,v). Then ¥(y) = maxc(o,,y(t) = y(u) = v, this means
0 <y(t) <w, for all ¢ € [0, u]. Recalling that [Jy|| < iw(y) = %v, we get

0<y(t) < for 0 <t <1.

=l

From (3.1), we have
t n—3
(t—r) ) { 11:|
b YT e ) 0,1 x |0, 2.
(v [ G o) e o
Then, assumption (C10) implies

ft,u) < = for all (¢,u) € [0,1] x [0, ﬂ

|

Therefore

Y(Ty) = nax, (Ty)(t) = (Ty)(n)
1
= [ G ) Plsyle))ds + AP® +am)+ BU) 0+ (1 = )

< % (/OlG(C,s)ds—s—A(b—s—aC)+B(d+0(1—<))>

So, we get ¢¥(Ty) < v. Hence, condition (¢) of Lemma 8 is satisfied.

Secondly, we show that (i7) of Lemma 8 is satisfied. For this, we choose
y € 9P(0,p). Then, 0(y) = minge(, ¢ y(t) = y(u) = p, this means y(t) > p, for
all ¢t € [p, 1]. Noticing that [|y]| < iw(y) < i@(y) =2, we get

p<yt) < fortelp1).
I

Using (3.1), for ¢ € [p, 1] the following inequality holds

t —r n—3 t e n—3
y(t) > /o <t(n_)3)!y(7')dT 2 / (t(n_)g)!y(r)dr

t n—3
(t=n)
> [l
AT
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and for t € [(, 1] we have from the above inequality

t —r n—3 ¢ _r n—3
P e e e

_ n—2 _ n—2
= pllyll (C(nli)2>' > uy(t)%.
So, from (3.1) and (3.3) we get
C-n)"? (p(C—w"? p]
(0 [ o) et (B B
Then assumption (C11) implies

(3.3)

P (u(C =" p]
f(t,u) > 7 for all (¢,u) € [¢,1] x (=2 D, Mk
Therefore,
0(Ty) = min (Ty)(t) = (Ty)(n)

t€[p,(]

:/0 G (u,s) F(s,y(s))ds + A(f)(b+ ap) + B(f)(d + c(1 — p))
2/0 G(u,s)F(s,y(s))dsZ/{ G (w, s) F(s,y(s))ds

1
> g/c G (u,s)ds =p.

Hence, condition (i) of Lemma 8 is satisfied.
Finally, we show that the condition (i) of Lemma 8 is satisfied. We note
that y(t) = 2%, ¢ € [0,1] is a member of P(¢, k), and so P(p, h) # 0.
Now, let y € 0P(¢, h). Then p(y) = maxc(o,¢) ¥(t) = y(¢) = h. This implies
0 <y(t) < h, t €[0,¢]. Noticing that [|y]| < Le(u) < Lo(y) =%

W we get

h, for ¢t € [0, 1].

0<y(t) <=
()#

From (3.1),we have

(o[ 4= ) o o]

By assumption (C12), we have f(t,u) < &, for all (t,u) € [0,1] x [0, %] There-
fore, we obtain

o(Ty) = Jnax (Ty)(t) = (Ty)(C)

1
= /0 G(¢,8) F(s,y(s))ds+ A(f)(b+al) + B(f)(d+ c(1 = Q))

<Z(/O G(C,s)ds+A(b+a§)—i—B(d—i—c(l—C))) = h.
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So, we get ©(Ty) < h. Thus, (i) of Lemma 8 is satisfied.
Since all conditions of Lemma 8 are satisfied, T has at least three fixed
points, y1, y2 and y3 belonging to P(¢,v) of BVP (2.3) such that

0 <p(y1) <h<e(ye), 0(y2) < p < 0(yus), Y(ys) <v.

Then the nth-order BVP (1.1) has at least three positive solutions

uxt)::jglﬁgz7ﬁgiyihﬁdr (i=1,2,3).

The proof is complete. O

4 Examples

Ezxample 1. Consider the following problem
u"(t) + f(tu(t)) =0, telo,1],

1
24/ (0) — u”(0) = /0 u'(s)ds,
1
%ﬂm+%wqu/zmgm,

0

u(0) = 0,
where
Flt ) = 16 (¢ +37) + 551, (t,u) € [0,1] x [0,50] ,
) Tlo (t + 3606u) — 18026, (t,u) € [0,1] x [50,00).

By simple calculation, we get p =6, A = -9, A= B =2 and

9
1{(1+2s)(“—;), s <t
3

=G 020 (1 -

Taking j = 1, k = 10, 1 = 1000, n = 1, £ = 1, we have 0 < n < £ < 1,

7 < k < l. Through some simple calculation, we get

133 709
=% =30

L 3325 Ln2(¢—n)""?% 1995
0<j=1<h= L Sk S

2836 N(n—2)! 1418

It is clear that (C'1)-(C6) are satisfied. Next, we show that (C7)—(C9) are also
satisfied.

For (t,u) € [%,1] x [60,5000], we have f(t,u) > 3610.05 > + = 480900 g,

(CT) is satisfied. For (t,u) € [0,1] x [0,50], we have f(t,u) < 4.1 < £ = 3000,

Hence (C8) is satisfied. For (t,u) € [3,1] x [0,5], we get f(t,u) > 3.75 > L =

189, So (C9) is satisfied. Then all conditions of Theorem 1 hold. Hence, BVP

(4.1) has at least two positive solutions.
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Ezample 2. Consider the following problem
u®(t) + f(t,u(t)) =0, telo,1],

1
3u®(0) — u®(0) = / su'® (s)ds,
0

1 (4.2)
203 (1) +u® (1) = / 952u® (s)ds,
0
u(0) = v/(0) = u"(0) =0,
where
105 02, (t,u) € [0,1] x [0,4],
ftu) = 4 155 + 1174999.8u — 4699999, (t,u) € [0,1] x [4,5],
w55 + 1175000, (t,u) €[0,1] x [5,00)
By simple calculation, we get p = 11, A = —%, A= f;gggg, B= 38466705670 and

Glts) =17 (1+36)(3—2s), t<s.

1 {(1 +35)(3-2t), s<t,
Choosing p =7, ( =3, wehave 0 < p < ( < land 2= 3%, A= 7151402252594501.
Taking h = 1, p = 207360, v = 5 x 10°, we get
h(n —2)! n
(71721_2 = 165888 < p = 207360 < —v = 215862.83.
p? (¢ — ) A
It is clear that (C1)—(C6) are satisfied. Next, we show that (C10)—(C12) are
also satisfied.
Firstly, for (t,u) € [0,1] x [0,2 x 107], we have f(t,u) < 1175000.01 < % =
1221166.893. So (C'10) is satisfied.
For (t,u) € [3,1]x[5,829440], we have f(t,u) > 1175000 > & =1173065.143.
Hence (C11) is satisfied.
h
Lastly, for (t,u) € [0,1] x [0,4], we get f(t,u) < 0.21 < & = 32259999 S0
(C12) is satisfied.
Then all conditions of Theorem 2 hold. Hence, BVP (4.2) has at least three
positive solutions.
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