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Abstract. In this paper we study the C° interior penalty method for a quad-curl
problem arising from magnetohydrodynamics model on bounded polygons or poly-
hedrons. We prove the well-posedness of the numerical scheme and then derive the
optimal error estimates in a discrete energy norm. A post-processing procedure that
can produce C' approximations is also presented. The performance of the method is
illustrated by numerical experiments.
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1 Introduction

The magnetohydrodynamics (MHD) model [1,11] has wide range of applica-
tions in plasma physics, astrophysics, magnetospheric and thermonuclear fu-
sion. It describes the motion of electrical conducting fluid in the presence of a
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magnetic field. In the MHD model, the behavior of a continuous fluid is gov-
erned by a simplified form of Maxwell’s equation, together with Ohm’s law and
Navier-Stokes equations. The MHD system with hyper-resistivity is described
as follows:

1
p(ut+u-Vu)+Vp:u—(VxB)><B+uAu,
0

V-u=0,

Bi—V x (ux B) = — L (Vx12B— ¥ x (V x B) x B)— 2 (Vx)'B,
Ho Ho Ho

V-B=0,

where u is the fluid velocity, B is the magnetic field, p is the density, p is
the static pressure, 7; is the resistivity, 7o is the hyper-resistivity, ug is the
magnetic permeability of free space, p is the viscosity, and d; is the ion inertial
length.

When simulating the MHD system, the velocity w and pressure p are of-
ten discretized by using the standard finite element method. However, for
the magnetic field variable B, such approach will encounter difficulties be-
cause of the existence of the fourth order term (Vx)*B. In particular, an
H?-conforming method would have 220 degrees of freedom per element to ap-
proximate the solutions. Hence it is more practical to use the nonconforming
finite element method [26] or mixed finite element method [20] to solve the
above quad-curl model problem. However, other problems may arise. More
precisely, though the number of degree of freedom can be greatly reduced by
using nonconforming and mixed finite element methods, the implementations
of Morley-type elements [14,16] and high order Nédélec’s edge elements [17,18]
are more challenging than the simple standard P, Lagrange finite elements.
Moreover, the error analysis for nonconforming and mixed methods is more
complicated. The MHD model problem was also solved by the discontinuous
Galerkin (DG) method [13] using weakly H (curl)-conforming elements. Re-
cently, Brenner et al. [5] studied the Py Lagrange finite element methods for
the quad-curl problem based on the Hodge decomposition for divergence-free
vector fields. Their idea is to decompose the two-dimensional model vector
problem into a sequence of second order elliptic scalar problems, which makes
the two-dimensional problem easier to be solved by standard conforming FEM.
Recently, Zhang et al. [24] developed an H?(curl)-conforming finite element in
two dimensions and applied it to solve the quad-curl model problem. Chen et
al. [12] proposed a mixed finite element method for a problem with a quad-curl
term. In this work, they also used the standard P, Lagrange finite element to
approximate the variables. However, the stability requires the inf-sup condi-
tion, which is a complicated process. This analysis was obtained by using the
discrete Sobolev embedding inequalities for the piecewise polynomials.

In this work, we focus on the following three dimensional quad-curl model
problem which is deduced from the magnetic induction equations in the MHD
model [26]. Let 2 be a bounded polyhedral domain in R? and f € [L2(£2)]3.
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We consider the model problem

(V) *'u+ BV XV xut+yu=Ff in £2,
V-u=0 in £2, (1.1)
uxn=0 Vxu=0 on 9f2,

where (Vx)! = (V x V x V x Vx), 3 and v are nonnegative constants, and
v > 0 if £ is not simply connected. The quad-curl model problem (1.1) also
appears in the Maxwell’s transmission problem [15] and the inverse electromag-
netic scattering theory [9,10]. The weak problem of (1.1) is as follows: find
u € E such that

a(u,v) = (f,v), VvekE, (1.2)
where

a(u,v) = (VxVxu,VxVxov)+ 5V xu,V xv)+y(u,v), (1.3)
E={v € [L2(2)] : V x v € [H}(2)]?, V-v=0in £, andn x v=0 on 02} .

As the functions in E are divergence-free, it is easy to show that equation
(1.2) is elliptic. Thus Lax-Milgram theory indicates that the problem (1.2) is
well-posed [5]. The regularity of the quad-curl model problem (1.1)—(1.2) on
general polyhedral domains is still unknown. The most recent results on the
regularity of the solution of (1.1)—(1.2) are as follows. On convex polyhedral
domains, it was proved in [25] that w € [H%(£2)]? and V x u € [H%(2)]3,
in the case where V- f = 0. However, in [19] S. Nicaise showed that u ¢
[H?(£2)]? on general polyhedral domains. In particular, when V - f = 0, both
the solution w and V x u belong to [H219(2)]3 for some § € (0, 1]. Due
to the lack of regularity results, the nonconforming finite element method in
[26] was introduced and studied for the model problem (1.2), assuming that
u € [H*(2)]3. In [13], a discontinuous Galerkin method for the quad-curl
problem was studied under the assumption that w € [H?(2)]® and V x u €
[H?(£2)]3. The mixed finite element method in [20] for the quad-curl eigenvalue
problem was analyzed under the assumption that (Vx)iu € [Lo($2)]3, j =
0,1,2,3. In [12], the regularity results for non-convex Lipschitz polyhedral
domains in three dimensions was proved. It is shown therein w € [H*(£2)]3
and V x u € [H?(2)]3, where o € (1/2,1] and § € [1,3/2). The mixed finite
element method was studied, under a lower assumption that w € [H"(§2)]3,
Vxu € [H™(02)]?, and VxV xu € [H™(2)]3, where r; € (1/2,00), ro € [1,00)
and r3 € (3/2,00).

In this paper, we consider the C interior penalty (C°-IP) method [2,6] to
solve the quad-curl problem (1.2). One major merit of the C°-IP method is that
it uses lower order Py polynomials, which is much simpler than C*-conforming
and curl-curl conforming finite element methods. Therefore, both the construc-
tion of the finite element space and the error analysis of the C°-IP method are
straightforward. Moreover, the positive definiteness of the continuous problem
can also be preserved by the numerical scheme even for more complicated el-
liptic systems. On the other hand, for the C°-IP method, there is no need to
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include penalization terms involving the jumps of discrete functions. Hence the
computational cost is considerably less than for the conventional DG methods.
These advantages make C°-IP method more attractive for solving fourth order
problems [8]. Furthermore, the C°-IP scheme for lower order elliptic problems
can be exploited in the design of an effective smoother for fast solvers, such as
multigrid algorithms for higher order problems [7,21].

The rest of this paper is organized as follows. In Section 2, we introduce
the C interior penalty method for (1.2) and prove the well-posedness of the
numerical scheme. In Section 3, we derive optimal error estimates in a dis-
crete energy norm. A post-processing procedure which further produces C!
approximations is also studied. Several numerical experiments are carried out
to illustrate the performance of the numerical scheme. The results are reported
in Section 4.

For convenience, we will use the notation A < B throughout the paper to
represent the inequality A < Constant X B, where the constant, unless otherwise
specified, depends only on the shape regularity (or equivalently the minimum
angle) of J5,. The statement A ~ B is equivalent to A < B and B < A.

2 The C° interior penalty method

2.1 Preliminaries

Let T3, be a regular tetrahedron mesh of £2 € R3. The diameter of a tetrahedron
T € T}, is denoted by hp. The mesh parameter h = maxreg, hr. We denote
the set of faces of the tetrahedrons in Tj, by Fj, = Fi UJF?, where F? is the set
of the interior faces and EFZ is the set of the faces on 9f2. Define the piecewise
Sobolev space as

H*(02,7,) = {v € [Lo(Q)]? :vp € [HY(T)]?, VT €Ty},

where v = 'v|T.

The construction of the quadratic C° interior penalty method requires the
concepts of jumps and average of functions across the element interfaces Fy,
which are defined below.

Let F' € F! be an interior face shared by two tetrahedrons 7 and T, and
n. be the unit normal of F' pointing from T_ to T'y. We define on F

1 5
{VXxVxv}= 5(VxV><'u_—i-V><V><v+), Yo e H5(02,73), s > 3
[Vxv]=(Vxv )xn,—(Vxvy)xn., VYoveH(2,T,),

where vy = 'v‘Ti. On F € ffz, we take n. to be the unit normal of F' that
points towards the outside of {2 and define

{VxVxov}=VxVxuvpr, VveH’,T),s>2.5,
[V xv] =(Vxvr)xn., VYveH*(02,7,).

Math. Model. Anal., 25(2):208-225, 2020.
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Remark 1. Note that in R?, V x v is a scalar function. Hence the average terms
are defined as the same formulation as in three dimension. However, the jump
terms are defined to be vector functions as below.

[V xv] =(Vxv)te—(Vxvy)t, Yvec H*(£2,T;) on the interior edge,
[V xv] =(V xvr)t., Vv € H*(2,7,) on the boundary edge,

where t. is the unit tangent vector which is obtained by rotating n. by a
right-angle clockwisely.

2.2 The discrete problem

Let Vi, (C [H*(£2)]) be the P»-vector Lagrange finite element space associated
with T, such that the tangential components of its members vanish on all
nodal points on the boundary of 2. More precisely,

Vi = {v € [HYQ)]? 1vr € [Po(T)],

n x vy = 0 on the vertices and midpoints of each edge of F € F%1.

Let u be the solution of the quad-curl problem (1.1) and v € [Po(T)]3. We
assume that u € [H*T*(£2)]3 so that the construction of the discrete scheme
makes sense. For any T € T}, by using Green’s formula we have

/f~vdx:/(V><V><u)~(V><VXv)d:c—i—B/(qu)o(va)dm
T T T
+7/u~vd:c+/ (VXxVxu) (Vxv)Xxnds (2.1)
T aT
—|—/ (Vx)3u-v x nds + VXxu-vXxnds.
aT ar
By summing up (2.1) over all T' € T}, and considering the definition V},, we find

Z/(Vxqu)-(vaXv)dHﬁZ/(qu)-(va)dx (2.2)
T T

TET), TeT),
+ Z /u~vd$+ Z /{{Vxqu}}-[[va]]dSZ/f-vdx
TeT, T FeJdy, F T
for all v € V3. Since [V x u]] =0 for all F' € Fp,, we can rewrite (2.2) as

Z/T(Vxqu)-(Vxva)dx—i—BZ/T(qu)-(va)dx

TeTh TeTh

. /T'u,-vdx—l— 3 /F{{Vxqu}}-[[vaﬂds

TET Fegy

+ Z /F{{Vxva}}-[[qu]]ds+ Z %/F[[qu]]-[[va]]da:

Fegy FeTdy

:/f.vdx, Vv €V,
T
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where |e| is the diameter of the face F', and o > 0 is the penalty parameter to
be chosen later.

The CY interior penalty method for the quad-curl problem (1.2) is defined
as follows: find w; € V}, such that

anlun,v) = (Fiv), VoV, (2.3)
where
an(u, w) = T;}L/T(v XV xu)- (VX V x w)da
+[3T;}L/T(qu)-(vxw)dw+F§h/F{{VXqu}}~[[V><w}]ds
+7T;h/;u-wdx+F;h/F{{vxwa}}-[[vxu]]ds
+F§;h£|/F[[VXu]] IV x w] ds+T;hhl%/T(V-u)(V~w)dx. (2.4)

Remark 2. The first four terms on the right-hand side of (2.4) come from in-
tegration by parts. The fifth term is added for symmetry. The sixth term is
the penalization term (with penalty parameter o > 0). In the analysis of well-
posedness, the penalty parameter o is chosen to be large enough in order to
derive the coercivity of the discrete bilinear form ay (-, -). The last term is added
to the numerical scheme to (weakly) enforce the divergence-free condition for
the discrete solution. The inclusion of this term provides a good approximation
of divergence free condition. We can also remove this term from the discrete
scheme by adding a locally divergence free condition in the discrete space V.
However, such approach will make the construction of V;, more complicated.

2.3 Well-posedness of the discrete problem

Lemma 1 [Consistency]. For f € [L2(£2)]3, it is obvious that the solution u
of (1.2) satisfies

ap(u,v) = (f,v), Vv € V.
It follows from (2.3) and Lemma 1 that the following Galerkin orthogonality
holds

ap(u —up,v) =0, Vv € V. (2.5)

Define the discrete energy norm as

ol = > IV %V xvlieqy + Y IV x0lTairy + D [0lZa)

TETh TeTh TETH
1
+ ) mll[[v x ol Zamy + D lell{V x V x v} 72my (2.6)
FeTy Fegy
1
+ > h7||v'v||2L2(T)~
TETh T
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Lemma 2 [Continuity]. It is easy to show that the bilinear form ap(-,-) is
bounded in the sense that

lan(u, w)| < Cllullplwlln, Yu,w e [H*T(Q)] +Vy, (2.7)
for any o > L, where C' = max(||B|| = (0), V]| 1 (2), 1 + 7).

Lemma 3 [Norm-equivalence]. There exists a positive constant Cy depend-
ing only on the shape reqularity of Ty such that

Ivllz2(2,m) < llvlln < Cillvlla22m,), Vv € Vi, (2.8)
where the seminorm || - ||g2(q,7,) is defined by
"l'u‘”%[?((),ﬂ'h) = Z [V x V x UHQLZ(T) + Z ||UHQL2(T)
TeT), TeT,
1 1
+ Z EHHV XU]M%?(F)—’_ Z hTHV'UH%?(T)- (2.9)
FeF), TeT, T

Proof. The first inequality in (2.8) is obvious by (2.6) and (2.9).
By the trace theorem(with scaling) and standard inverse estimates, we have

1Y x V x wolll7am S D IV XV x0|[72(7- (2.10)
Fedy TeETh

Moreover, it follows from Poincare-Friedrichs inequality (cf. [4]) for piecewise
H! functions that

Z [V x ’U||2L2(T) S Z [V x V¥ x ’UH%Q(T) + Z H”H%%T)
TeT), TeET, TeT)

+ > eIV x wlllFa ). (2.11)

Fedy,

The second inequality in (2.8) now follows from (2.6),(2.9),(2.10) and (2.11).
O

Lemma 4 [Coercivity]. When the penalty parameter o is chosen to be suffi-
ciently large, there exists a constant C such that

an(v,v) > C.|v|37, Vv € V. (2.12)

Proof. By Cauchy-Schwarz inequality and (2.10), we have

>

Fedy,

< {(elel)ll{{v X V x vl[7acp) + (€7 el TNV x v]lIZ2(r)
FeTFy

/F{{VXVXU}}-[[VXU]]ds

<Coe Y VXV xolfay +et Y el IV x 0]l 7ar),
TeT) FeTFy



C° Interior Penalty Method for Quad-Curl Problem 215

for all v € V}, where € > 0 is arbitrary and C5 > 0 depends only on the shape
regularity of J;,. By choosing ¢ = ﬁ7 oc=1+41 andin view of (2.4), (2.8)
and (2.9), we get

1 1
Hvll < slollz o, < an(v,v), Vo € Vi

O

Combining Lemma 1, Lemma 2 and Lemma 4, the discrete problem (2.3)
is well-posed under the assumptions of Lemma 4.

2.4 Enriching operator

In this subsection, we introduce an enriching operator which will be used later
to construct a post-processing procedure that produces a C' approximation
solution. The enriching operator measures the distance between Vj, and the
Sobolev space [H2(2)]3: Ey, : Vi, — [H?(£2)]3. The construction of Ej uses
the C'-Zenfsek finite element space (cf. [22]).

We briefly introduce the idea as follows. More details can be found in [6].

Let P;, Pj, Py, P, be the four vertices of the tetrahedron T, Qﬁ’s), ey Qg.‘;’s) be
the points dividing the edge P; Py into s + 1 equal parts, (; be the triangular
face which lies opposite to the vertex P;, Py be the center of gravity of the
tetrahedron T, as shown in Figure 1.

Figure 1. Nodal points for C''-ZeniSek finite element.

For any v € V},, we define w = Epv by averaging. More precisely, at the
interior vertices P of T}, we take

w(P) = v(P), (2.13)
V- w Tlp 2; (V- vr)( (2.14)
(V x V x w)(P Ti E; (V x V x vr)(P), (2.15)

where T), is the set of tetrahedrons in 7} whose closures share the nodal point
P.

Math. Model. Anal., 25(2):208-225, 2020.
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At the points on edges we take

Dﬁkw ( ]25) |7 | Z D va (T S))’ |ﬁ| =s,r=1,..,s,
TeTq

s=1,2,m =1,2,3. At the center of gravity Q of the triangular face, we take

w(Q) =v(Q), (Vxwxn)@Q Z (V xvr xn)(Q),
TE'J'
(VX Vxwxn)(Q)= Z (V x V xvr xn)(Q). (2.16)
\’TQl Ter,

At the center of gravity Py of the tetrahedron, we take
w(Py) =v(Fy) and (Vxw)(P) = (V xv)(P). (2.17)

Lemma 5. It holds that

||’U — Eh’UHL2(Q) > h? H|’UH|H2(Q Th) Vv e Vy, (2.18)
|Env|az(0) S Ivlla2e,7,) Vv € V. (2.19)

Proof. Let T' € T}, be arbitrary and N(T') be the set of nodal variables of the
C1-Zenfsek finite element. It follows from (2.13), (2.16), (2.17) and scaling that

lv = Epvl|fzry = b Y [V XV x (o7 = Epo)(P)P + by Y
PeMr PeVrp
x|V - (v — Epv)(P)]* + hy Z IV x (v xn — Epv x n)(P)|%. (2.20)
PeMr

Here V1 is the set of the four vertices of T and My is the set of the centers of
gravity of the triangular faces. From (2.15) we have

V x V x (vp — Epv)(P) = ‘Ii > VXV x(vp —vr)(P).

| ;D| T/GTP
It then follows from scaling that
DIV VX (or—Ew)(P)P S Y bV XV x o |[Faqey. (2:21)
PeVr T/E‘Tp

Similarly, by using (2.14) we have

V . (’UT — Eh'v)(P) = L

| P| T/EU'p

V- (v — vr)(P). (2.22)

It follows from (2.22) that

S V-(vr—Ew)(P)P S Y Z Tl | INEX Y (2.23)

PeVr PeVr FeT,
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where ), is the set of the faces in J), that share the common endpoint P.
Similarly we have

1
> IV x(vr—Ew) xn(P)P S Y @HHV x V][22 (p)- (2.24)
PeMrp FedFy,

Hence, the estimate (2.18) can be obtained by combining (2.9), (2.20),
(2.21), (2.23), (2.24) and summing over all the triangles in J;,. The estimate
(2.19) follows from (2.18) and an inverse estimate below:

\Eh”ﬁ{?(n) S Z \’U*Eh’vﬁfz(qﬂ) + Z |U|%12(T)
TET, TET,

Y [hT“Iv — Byol|Za(p) + IV x V x inam} < Il .,
TeT

0O

Corollary 1. We have
|Eh'U‘H2(()) < vlln, Vv eV, (2.25)

Let IIj, : Ho(curl; 2) N H(div"; 2) — V}, be the nodal interpolation oper-
ator. Since ITp(Epv) and v have identical dofs, it directly follows from the
construction of the enriching operator that the following property holds

Hh(Eh'v) =, Yv eV,
The following result shows that the composition E} o Il behaves like a
quasi-interpolation operator (cf. [6]).

Lemma 6. For any s > 2, there exists a positive constant C depending only
on s and the shape regularity of Ty, such that

2
Z h7™ € — EndIn€lirm iy < Ch €l (5795 (2.26)

m=0

for all T € Ty, and & € [H*(S7)]? N [C°(N2)]3, where St is the union of the

tetrahedrons in T3, that share a common vertex with T .

3 Convergence analysis

3.1 Error estimates in energy norm

In this section, we derive discretization error estimates for the C° interior
penalty method introduced in section 2.

The next lemma, which gives the abstract error estimate, is a direct conse-
quence of the (2.5), (2.7) and (2.12).

Math. Model. Anal., 25(2):208-225, 2020.
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Lemma 7. Let u and uy, be the solutions of (1.2) and (2.3), respectively. Then
the following estimate holds:

— < inf — .
= unll S inf flu = vl

By the definition of IT,, we have the standard interpolation error estimate

(ct. [6]):

2
Z h7"|& = Tp€l3rm ) < Chijmﬁ-ls(T)a (3.1)

m=0
for all T € T, and € € [H*(T)]> N [C°(2)]3, where v = min(s, k + 1).

Lemma 8. Let u € E be the solution of problem (1.2), and assume u €
[H2e(02))3, % < a < 1. Then the following interpolation error estimate hold:

lu — Iyu|n S % u|gera( o). (3.2)
Proof.  According to (2.6), we have

lu = Myulli= Y IV %V x (w = w)lFary+ D IV x (u=14w) G2

TET, TET,
1
+ > = ) + Y Ell[[v X (w — Iw))||72py
TET, FeTF,
1
+ 3 [ellV x V x (u—Ipw) } |72+ Y h7||V (u—IThw)|[Z2 gy (3.3)
FeF TeT, T

It follows from (3.1) that
||V x V x (u — Hhu)”%z(T) < "UJ — Hh’“"%[?(T) S h2a|u|%{2+a(T), (34)
IV x (u — M) |72y < Ju— Myulf ) S 02 uffer iy,
lw — Myul|72 0y S P2 ulfzra gy,
1 - «
hTHV (w— Myw)||72py < hp’lu — Myulf oy S B2 uffera .-
T

By using trace theory with scaling and standard interpolation error estimate,
we have

D el MY % (= Hyw)l7a ey < D lel7HIV % (u — Hhw) |72

Fegy Fedy,
S Z h=2lu — Iyulf oy + [u = Hpulfe ) S Z W2 w3z ta(r)-
TeT) TET)

It follows from (2.10) and (3.4) that

DIV x V x (u— M)} Fee < Y IV XV x (u = ITyw)|7a
Fedy, TeET)

S W2 ulfasa ). (3.5)
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Finally, the interpolation error estimate (3.2) holds by combining (3.3)—(3.5).
O

The error estimate for the C°-IP method is given in the following theorem,
which directly follows from Lemma 7 and Lemma 8.

Theorem 1. Let u be the solution of problem (1.2), assume u € [H*T(£2)]3.
Suppose uy, is the solution of the discrete variational problem (2.3), then we
have

lw = wnlln S h¥[ulg2ee().- (3.6)

3.2 Error estimate in a lower order norm

Now we investigate the discretization error in lower order norms for C? interior
penalty method.

Lemma 9. Let u be the exact solution, u, € Vi, be the solution of C°-IP
method and define F = [, f - vdx, Vv € E. Assume u € [H***(2)]?. Then
we have

w—wnllg2-o(2) S B F|| g-2+e(0)- (3.7)

Proof. Let G € [H=2t%(£2)]? be arbitrary and & € [H?+*(£2)] be defined by
a(é,v) = G(v), Yv € E. Then we have by shifting theory and comparing (1.3)
and (2.4) that

1€l r2ve2) S NGl H-240(02),

ah(ﬁ,v) = G(v), Vv e V. (3.8)

Then we have by (2.5), (2.7), (3.2), (3.6) and (3.8) that

G(u —up) = ap(§u—up) = an(§ — pé, u —up)

S € = Mnéllnllu — unlln £ B> |Gl g-2+o@) | Fllg-2+0(2).  (3.9)
Also, we have the duality formula

— swp G(w)

__CW) e mr@P. (3.10)
Getn-2te 1 |G| zr—2+e (02

||’w||H2—a(Q)

The estimate (3.7) follows from (3.9) and (3.10). O

3.3 Post-processing

Let Ey : Vi, — [HZ(£2)]? be the enriching operator introduced in subsection
2.4. The C! finite element function Eju; obtained by post-processing provides
an (smooth) approximation of w in the space W},. Recall that St is the union
of polyhedrons in T} that share a common vertex with 7', and note that u €
H?*+(51)(87), where

’

a(St) = ming g (T ).

The error estimate for Epuy, is given in the next theorem.
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Theorem 2. Under the assumptions of Theorem 1, we have

1
min(a(ST),k— 2
lu — Epun|pz(o) <C[ > parn (ST 1)|U|§12+u<sT>(ST) ; (3.11)
TeTh

where a is the index of elliptic reqularity and the positive constant C' depends
only on the shape regularity of Tp.

Proof. From (2.25) we have

|u — Epun|p2(0) < |u — Enllyu| gz o) + |Ep(IThw — wp) | g2 (o)
<|u-— Ehnh’u,|H2(_Q) + Hpuw — u|lp + ||luw — wplln. (3.12)

The estimate (3.11) then follows from (2.26), (3.1), (3.6) and (3.12). O

4 Numerical results

In this section we report the results of numerical experiments in two dimen-
sions. All three numerical experiments are carried out on quasi-uniform tri-
angulations. We take o and 8 both to be 1. Besides the errors in the energy
norm and L norm, we also include the errors in the norm || - || g(curl,2) Which
is defined by

llull g cur,o) = IV X u|p2(0)-

Experiment 4.1. In the first experiment we take the exact solution u = V x ¢
where

p(x) = sin®(rz;) sin® ().

Note that the choice of ¢ ensures that w € E. The domain for this experiment
is [0, 1]2. The relative errors are reported in Table 1. The results show that the

Table 1. Results for the CO interior penalty method for Experiment 4.1.

IV xu=V xwup ll g (curl, 2) lu—Epuplg2 g

h llu—upllp Order

Order Order
Tl ) TV XaT 1 (curl, 2) lg2 g

1 2.4910E-01 — 1.6237E—-00 - 1.6097E—-00 -
1/2 5.6200E—02 2.1484 2.8650E—01 2.5027 2.8540E—-01 2.4956
1/4 7.7500E—-02 -0.4639 3.1480E—-01 -0.1358 3.1490E—-01 -0.1419
1/8 5.9000E—-02 0.3940 1.6940E—01 0.8935 1.6990E—01 0.8903
1/16 3.5300E—-02 0.7404 6.5900E—02 1.3624 6.6100E—02 1.3612
1/32 1.7600E—02 1.0008 2.0500E—02 1.6855 2.0600E—02 1.6849
1/64 9.1000E—03 0.9484 5.8000E—03 1.8321 5.8000E—03 1.8318

errors obtained by the CO-IP scheme (2.3) have first order convergence rate in
the energy norm. Furthermore, the scheme has nearly second order convergence
in the || - || i (cur1,2) norm. This super-convergence behavior may due to the fact
that exact solution w is very smooth in this case. We also present the the
convergent result for the enriched solution Ejuy, in the H? norm in this table.
We see that the enriched solution Ejuj, converge to the exact solution in a
second order of A in H? norm, which verifies the theoretical analysis.
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In [23], we also studied a mixed finite element method for this example. In
order to provide a comparison in terms of efficiency, we plot the convergent
error of [|u — wal| g (curl, )/ ||| 7 (curt,2) With computational time for the CO-1P
method and the mixed method in Figure 2. We observe that the C°-IP method
takes less time than the mixed finite element method in order to achieve the
same accuracy.

CO-IP Method
Mixed Method

0 20 40 60 80 100
Error(x10%)

Figure 2. Computational time for CO-IP method and mixed method for Experiment 1.

We notice that this example was also studied by Brenner et al. in [5] by
using Hodge decomposition method. We give a comparison of accuracy for
|w — wp| r2(0) with degree of freedoms (DOFs) in Table 2. We see that C°-
IP method method takes less DOF's to achieve a higher accuracy for the P;
case. The accuracy for Hodge decomposition using P» Lagrange finite element
method is better than C°-IP method at the cost of more DOFs.

Table 2. DOF's required for achieved error of ||u — up|[2(g) for Experiment 1.

cY.1P method Hodge decomposition method (P1) Hodge decomposition method (Pg)
Ta=anl 2 DOFs Ta—wunl sy, ~DOFs Ta=wanl 2 DOFs
1/10 8.9890E—-01 25 3.58137E—-01 1.200E02 3.09934E—-02 3.600E02
1/20 5.7500E—01 81 1.68292E—01 4.800E02 7.85594E—03 1.440E03
1/40 2.0510E—-01 289 8.25728E—02 1.920E03 1.97684E—03 5.760E03
1/80 6.0900E—02 1089 4.10892E—02 7.680E03 4.95696E—04 2.304E04
1/160 1.6200E—-02 4225 2.05210E—-02 3.072E04 1.24101E—-04 9.216E04

Experiment 4.2. In the second experiment we take a piecewise constant
vector field f defined by

[0, 1%, r1+ a0 < 1,
[15 O]Tv 1 + T2 Z ]-7

to be the right-hand side function of (1.2). We take 2 = [0,1]? in this ex-
periment. Since the exact solution is not available in this case, we use the
differences of numerical solutions on consecutive levels to measure the errors.
The relative errors are reported in Table 3. The errors converge with the first
order rate in both the energy norm and the || - || (curl,) norm, which agree
with the theoretical results.
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Table 3. Results for the C? interior penalty method for Experiment 4.2.

g, —upt iy IV 2, =¥ < i G, 0) g, —uit oo ()
h - TF1 Order TFT 2 Order H’l— Order
llwg, "y IV xup, "l g (curl, 2) llwp, ™l oo (2)

1/2 7.1394E—00 5.1867E—00 3.695TE—00

1/4 9.0100E—01 2.9863 8.5540E—01 2.6002 3.4100E—-01 3.4381
1/8 4.9670E—01 0.8591 5.2940E—-01 0.6921 2.4310E—-01 0.4884
1/16 2.6580E—01 0.9021 2.9590E—-01 0.8395 9.1500E—-02 1.4096
1/32 1.3460E—01 0.9813 1.5410E—-01 0.9410 2.8500E—02 1.6843
1/64 6.7100E—02 1.0041 7.8200E—02 0.9792 1.0000E—-02 1.5147

Experiment 4.3. In the third experiment we consider a non-simply con-
nected domain £2 = [(0,4) x (0,4)]\[(1, 3) x (1,3)]. The exact solution is taken
to be u = V x ¢, where ¢(z) = sin®(47x1) sin®(47x5). In this case,

_ 99

Oxq

2 127 sin® (47, ) cos(4mxs) sin® (47s)
| =127 cos(4rzy ) sin® (4 ) sin® (4mas)

u:Vx¢:[M2

Then we have

V x u = —967 sin(4n) sin(4drzs) ( — 3sin® (4ma) sin® (4mas)

+ sin®(47zy) + sin®(47z2))

and V xu = 0 on 942. It is obviously that u € E since V-u =0, and n xu =0
on 9f2. We depict the second components of the (enriched) numerical solution
Epup, on consecutive levels in Figure 3 and that of the exact solution on final
level in Figure 5, i.e., the nodal values of exact solution on the mesh with
h = 1/64 are depicted. We also present the second components of numerical
solution wy, obtained by CY-IP method in Figure 4. It can be observed that
the post-processed numerical solutions are C! smooth and quickly converge to
the true solution.

Figure 3. Post-processed (enriched) solution us for (a) h =1/16; (b) h =1/32;
(c) h=1/64.

In [21], we studied multigrid fast solvers based on the C°-IP method. In that
paper, we test W-cycle multigrid algorithm for the same numerical example.
We present the errors and computational time on each level in Table 4. Here

uhM @ is the numerical solution obtained by multigrid method. We see that
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Figure 5. Exact solution up for h = 1/64.

the computation time is greatly reduced by using multigrid method on higher
levels, while the errors remain the same order of accuracy.

Table 4. The computational time for Experiment 4.3.

MG
h lu—Epupllp Time(s) Ny Zlip Time(s)
Tully, Ty
1/8 1.2295E—-00 1.23 1.2239E—-00 5.28
1/16 3.9910E—-01 7.99 5.0140E—01 15.37
1/32 1.9850E—-01 79.84 3.8250E—-01 418.23
1/64 1.1341E-01 10690.05 2.3590E—01 6486.92

5 Conclusions

In this paper, we developed the C° interior penalty method for solving the
quad-curl problem which arises in the MHD model. We established the well-
posedness of the numerical scheme, in which we weakly enforce the divergence-
free condition by adding an extra penalty term. Optimal convergence rates are
proved on convex polyhedral /polygonal domains based on uniform meshes. We
further constructed an enriching operator for the numerical solution in three
dimensions. It provides an approximation of w in the C'-Zenisek finite ele-
ment space and also preserves the convergence property of C? interior penalty
method.
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We would be able to further improve the convergence rate of the new C°-
IP method on nonconvex domains by using graded meshes [3]. The grading
strategy will be closely related to the elliptic regularity of the fourth-order
model problem. Moreover, we would like to study the a posteriorierror estimate
for the C°-IP method and its fast solvers. Those will all be carried out in our
future work.
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