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Abstract. We consider a Dirichlet-Neumann boundary problem in a bounded do-
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problem via an elliptic approximation for which, under appropriate assumptions, we
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of the domain. The basic tool is the compensated compactness method. We also
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1 Introduction

In the paper, we investigate the following mixed boundary problem on an open
bounded domain 2 C [0, 00) x R with the boundary 82 = I'vUI'p, I'p C {t =
0}, of class C%!:

O+ Oy (f(t,z,u)) =0 in (2, (1.1)
Vitzyu-v=_0on Iy, (1.2)
u(0,-) = u°(-) € L(R) on I'p, (1.3)
where I'y and I'p C {t = 0} are partitions of 912 of strictly positive (Hausdorff)

measure and v is the outer unit normal vector on I'y (see Figure 1). We also
assume that f(t,z, ) is a Caratheodory type function i.e. it is of bounded
variation with respect to the variables (¢, ) and differentiable with respect to
the third variable A.
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T'n

Figure 1. An example of the domain of the problem we investigate.

Here, we are dealing with the pure boundary problem. A similar situa-
tion, but under different conditions, was considered in [21] where the Dirichlet
boundary problem was considered (even on manifolds). The case of general
Neumann conditions V(; syu - v = V(y gyup - v on I'y for up € C(I'y) can be
treated by assuming that there exists a continuous function ap € C([0,00) x R)

such that 113‘ = up. Then, introducing the function v = v — 4, we reduce
r

the problem to the one of type (1.2) (though with a non-zero source term).

To proceed, recall that it is more usual to consider initial-boundary value
problem for scalar conservation laws. This was first done in [5] and investiga-
tions in this directions are quite active (see e.g. [2,4,11,15,17,26] and references
therein). Application of such problems are often in traffic flow [25] or filtration
and sedimentation models [7, §].

Let us remark that in [7] initial-boundary problem for (1.1) with zero-flux
boundary conditions was considered (i.e. no flow through the boundary) and
it is sometimes called Neumann problem for (1.1). To explain reasons for the
latter, assume that we are considering (1.1) on R' x [a,b]. After integrating
(1.1) over [a, b] and taking into account that f(¢,a,u(t,a)) = f(¢,b,u(t,b)) =0,
we conclude

d [t

a /. u(t,z)dx = 0,

i.e. there is inflow or outflow in the interval [a, b], but the total mass remains
the same (it is conserved). Here, we are considering domain which is bounded
with respect to both variables (t € R™ and z € R), and we require pointwise
control at the boundary. More precisely, we require that the inflow is equal
to the outflow in the normal direction of every point (¢,z) € 92 (unlike the
situation from [7] where there was no mass change globally but there can be
difference in the inflow and outflow through a boundary point; see also [6,9]).
Such problem was not previously considered in the literature.

Motivation for the research was possible application on the traffic flow mod-
elling. Namely, if we consider (1.1) as a model of cars density on the road,
the Neumann boundary conditions enable us to have global control on the in-
flow/outflow of cars with respect to the geometry of the domain. In other
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words, we would like to control density of cars by controlling inflow and out-
flow with respect both variables, space and time so that the road boundary
is permeable with constraint on times-space no-density-change in the direction
of normal to the part of the domain (boundary) where Neumann boundary
condition is imposed.

Let us now go back to the technical questions. For a function F' = F(¢,z, \),
we will denote by F,(t,z,\) and F{(t,z,\) distributional derivatives with re-
spect to x and A respectively. Similar notations will be used for higher order
derivatives. Remark that if F' is smooth enough then we have the standard
derivative. However, for the flux f, the z-derivative is actually a measure
since f is of bounded variation with respect to z. By xx we will denote the
characteristic function of the set K.

Since our main theorem in the next section is of the local nature, it is enough
to assume that for every ¢ € R, the functions [ f(t, 2, A\)dX, [o f4(t,2, A)dA
and f(t, z, A) belong to some local Lebesgue spaces. More precisely, we assume
that function f satisfies the following three assumptions for a fixed p € (2, 00):

e Al: (VACR compact)(VK C{2 compact)(IC; = C1(K, A) > 0)(VE € A)
3
o [ reena], <
o A2: (VACR compact)(VK C 2 compact)(3Cy = Co(K, A) > 0)(VE € A)
3
!
HXK/O fr(t,x,)\)dAHLl(m <Gy,

where L1(£2) is taken with respect to the measure fof fo(t, z, AN)dA,
e A3: (VACR compact)(VK C 2 compact)(IC5 = C3(K, A) > 0)(VA € A)

HXKf(t’x’)‘)HLp(Q) <Cs.

Notice that assumptions Al and A3, due to the boundedness of {2, imply
that for every A C R compact and every ¢ € C.(£2), the following holds for
positive constants C p x4 and C3 p, g 4 with K = suppe:

ooCteed) et ) fy fha A, < Cuprcalilis o,

o (3 (VAed) Hgo(t,x)f(t,:v,)\)H < Cspxcallfllno (o).

L1(£2)
A natural question that arises is what would be proper solution concept for
(1.1), (1.2), (1.3). At this moment, we are not able to introduce appropriate
definition which would provide well posedness to (1.1), (1.2), (1.3) in the cor-
responding sense. However, we shall propose an informal solution concept by
considering an elliptic approximation to the problem:
Optn + 0x (fr(t, 2, un)) = (1/0) A4 2y in £2,
Vit,e)un v =0on Iy, (1.4)
un(0,-) = ul(-) on I'p,
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where f,,(t,z,\) = f(-,-,A) * nw(nt,nz) is a regularization of the flux f via
the standard non-negative mollifier w € C°((—1,1)?) with total mass one,
and (u?) is a bounded sequence of functions converging strongly in Li, .(R)

toward ug. By multiplying (1.4) by sgn(u,(t,z) — A) we get after standard
manipulations (see also formula (2.8) of the next section):

O|tn, — Al + 0z (sgn(un — N)(fn(t, x,upn) — ful(t,z, X))
1 .
< EA(M)W" — A —sgn(up — A) fp, . (t,z,\) in §2.

We multiply the latter equation by ¢ € C!(£2) supported away from {t = 0}
and integrate over {2. After taking into account (1.2), we get:

17
b [l = Alsnn, = N(faltu) = fultiz,A) v ds
00
< l/ Vit [un—Al - V(tx)cpd:cdtf/ esgn(u, — A) fr . (t, z, \)dzdt.
nJo 2 ’

Now, we assume that 2V ,y|u, — Al — 0 in L?(£2) which is the case when
dealing with the Cauchy problem for the vanishing viscosity approximation
of scalar conservation laws [13, pages 58,59] (also see the proof in the next
section). The second term on the right hand side is bounded due to assumption
A2. Thus, the right-hand side of (1.5) is uniformly bounded. If we assume that
u, — u strongly in L!(§2), we know what will happen with the first term on
the left-hand side of (1.5).

The remaining second term on the left hand side of (1.5) depends on the
behaviour of u,, on the boundary of 2. We do not have that information and we
will use the idea from Formula (7), page 1310. in [3] (where a similar problem
of controlling the viscosity approximation on a zero measure set appear and
where it is successfully resolved) to introduce the following definition.

DEFINITION 1. The function u € L?(£2) is called a solution to (1.1), (1.2), (1.3)
if there exists a function p € L}(I'y) such that for every ¢ € CL(2\I'p) that
the following holds:

/Q (Jlu — A Oep + sgn(u — N (f(t, z,u) — f(t, 2,)))0p) dxdt (1.6)
[ (= Noswnlo - N (t.p) ~ 2,0 v ds
o9
> /Q wsgn(u — A) fo(t,x, \)dzdt.

Initial data are satisfied in the strong sense i.e. for almost every x € I'p it
holds }in(l] |u(t, z) — up(z)| = 0.
—

We are not able to prove existence or uniqueness of function satisfying
conditions of Definition 1. Instead, in the next section, we shall prove that
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under appropriate assumptions, the sequence (u,,) defined by (1.4) weakly con-
verges toward u satisfying (1.6) in the interior of {2 i.e. for the test functions
¢ € C.(£2). The main tool that we are going to use for this purpose is the
celebrated compensated compactness method [12,19,27]. In Section 3, we shall
examine numerical convergence of the approximation (1.4) in a special situation
and provide appropriate simulations.

2 The main result

As in the case of the diffusion-dispersion limit for scalar conservation laws (see
e.g. [1,16,24] and references therein), it is little known about existence of solu-
tion to (1.4). Therefore, we need to assume certain properties of the sequence of
solutions (uy,) to (1.4). In the final section, we shall provide simulations which
show that the sequence of approximate solutions stays uniformly bounded (in
the special case of the Burgers equation). Under such assumptions, we are able
to prove that the sequence (u,) converges toward the distributional solution u
to (1.1) in the interior of £2. Moreover, according to the results from [20, Re-
mark 1], the solution u satisfies also the Kruzhkov entropy conditions in the
interior of {2. The following theorem holds:

Theorem 1. Assume that the sequence (uy,) of solutions to (1.4) is uniformly
bounded by a constant M. If the flux f satisfies the assumptions A1, A2 and
A8, then the weak L2(£2)-limit of (u,,) along a subsequence satisfies the equation
(1.1) in £2.

Proof. Let us denote by u a weak L2(£2)-limit of (u,,) along some subsequence.
Take a convex entropy @ : R — R such that ¢’(0) = 0, and multiply the first
equation in (1.4) with &'(u,). Before we proceed, let us remark that we can
write

8z(fn(t7x7un)) = fé,m(tu m>u'n) + frlz’)\(t7x7un)awun7

so the equation in (1.4) becomes:
Oyun® (up) + fé’m(t,x,un)gﬁ’(un) + f;LVA(t,x,un)azun@’(un) (2.1)

= 0@(0)) + Fralta ) ) + 00 ([ Tt NP O) )
/ a2, N () AN = Ay )

An integration by parts, together with the fact that ¢'(0) = 0, yields the
following:

o) ()= [ F ot VB (NdA= [ (8, \)B(N)d,
0 0

(2.2)
while the term on the right hand side in (2.1), we can break into two terms
using the following formula:

De,) (P(un)) = 9" (un) (Oun)? + (Ostn)?) + D' (un) D (1,2 Un- (2.3)

Math. Model. Anal., 21(5):685-698, 2016.
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Using formulae (2.2) and (2.3), the equation (2.1) gets the following form:
0

1 1
= EA(t’I) (@(un)) - E@N(Un)|V(t7I)Un‘2, (24)

where the entropy flux ¥ is given by

Un
(2, 1) = / £ (2, N (),
0

which, after integration by parts, becomes:
U, (t, 2, un) = folt, o, u,)P (uy) —/ fn(t, 2, \)@" (N)dA. (2.5)
0

Now, take #(\) = ’\; Rearranging the terms in the equation (2.4), multi-
plying it with a nonnegative test function p(t,z) € C%(£2) and integrating it
over {2, we get the following bound

1 1 1
-~ /Q IV (1.0 un| >0 (¢, @) dbda = /Q [%uiﬁ(t,x)w + 5“12181&@
+ U, (t, x, up)Opp — go/o fra(t,x, )\)d)\} dtdr < C, < 00, (2.6)

where the first and the second term on the right hand side are bounded due to
the assumption of the theorem on uniform boundedness of the sequence (uy,).
Furthermore, the last term on the right hand side is bounded due to assumption
A2 and the third term of the right hand side can be rewritten in the following
way

/ Optp Uy (t, x,uy) dide :/ 8wgo[fn(t,x,un)un —/ ’fn(t,x,)\)d)\ dtdx.
Q o) 0

From here, we see that the term fQ Oz Wy (t,x,uy) dtdx is bounded due to
the assumption on the uniform bound of the sequence (u,) and assumptions
C1 and C3.

Thus, from (2.6), we conclude that 2 [, [V ;. un|*¢(t, z)dtdz is uniformly
bounded for every ¢ € C2({2) and this bound depends on ¢, which implies

that (ﬁv(m)un) has a weakly convergent subsequence (not relabelled) in
L7 .(£2). Dividing with \/n, we conclude that 1V ,yu,, — 0 in L2 (£2) and

loc

since div(y,) @ L3,.(92) — Hj,!

loc

H; ! (£2). From (1.4), we read

loc

(£2) is continuous, we have %A(t’r)un — 0 in

Opttn + O (fult, 2, un)) —> 0 in Hyp (02)
and since  sup |fn(t,2,\) — f(t,2,\)] = 0 as n — oo in L} (£2), we
AE(—M,M)
conclude

gy, + O (f(t,x,un)) — 0 in H L(£2). (2.7)

loc
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Let us go back at the beginning to the equation (2.4) and assume that @’
is bounded; rearranging the terms we get:

P ()) + 00,2, 100)) = A @) — L0 )T 29
_ / " £ (2, )" (\)dA
0

Note that the first term on the right hand side is in H;,!(£2). Indeed, taking
a test function ¢ € HL(§2), we have

1
L /Q Do) (@) ot

n

1
= |/ v(t,x)(é(un)) ! v(t,w)@dtdx
nJo

I A

1
f/ ‘V(tw)(@(un))"V(t@)go‘dtdaj

< \f\/ ’745/ Un V(t,ar)un
7HXSH7\/%"/’¢’(un)V(t7I)un

V(tﬂ.)go’dtda:

Vita < )
LQ(Q)H )Pl ) \/>||90||H1 Q)

where we have used Cauchy-Schwartz inequality in the forth step, and bound-
edness of & and L?(2) bound of ﬁv(m)un Xsuppe 1D the last step. Passing
to the limit, we see that (%A(t,w) (@(un))> is precompact in H; ! (£2) and its

weak limit is 0.
Regarding the second term of the right-hand side in (2.8), we have

1
7@//
e

for every nonnegative test function ¢ € C.({2), where we have used the L2({2)
bound of ﬁv(m)untp in the last step and the fact that second derivative of a

<C
L)~ 7

<CH*\V<M> tn | @‘

convex function is a nonnegative measure. Since L!({2) is continously embedded
in M,(§2), the space of bounded Radon measures, which in turn is compactly
embedded in W=14(£2) for all ¢ € (1,2) [ [13], Theorem 1.6], we conclude that

(%@”(Unﬂv(t,x)un‘chz)n is precompact in W=14(02), g € (1,2), for every ¢ €

C.(£2). Thus, (%@”(un)‘v(t,x)un‘ ) is precompact in Wloc 1(02), g € (1,2).

Now, we turn our attention to the third term of the right hand side of (2.8).
Using the nonnegativity of & and assumption A2, we can conclude, in a similar
manner as in the case of the second term above, that (fu” $ ot NP (N)dN) N
is precompact in VVZOC 1(02), q € (1,2).

In order to show that the sum of the last two terms on the right hand side is
precompact in H;,!(£2), we will show that their sum is bounded in W, 17 (£2),
for p > 2 from assumptions Al and A3, and use generalized version of Murat’s
lemma [ [19], Theorem 2.3.2]. To this end, take a nonnegative test-function

Math. Model. Anal., 21(5):685-698, 2016.



692 M. Misur, D. Mitrovié¢ and A. Novak

¢ € CL(£2), and get:

/ O (P(un)) @(t,x) dtdx / D(un)0rp(t, x) didx
2 9]

< H(p(un)Xsupps@HLp(Q) ||at‘P||Lp/(Q)
< |2[maxye—am,m PN [[llwre () < Cllellwre (o)

where we have used integration by parts in the first step and Holder inequality
in the second one; in the third step, we have used the fact that a convex function
defined over whole R must be continuous and the assumption on the uniform
boundedness of the sequence (u, ). Similarly, we have

/ O (U (t, x,up)) p(t, x)dtdx
0]

/Wn(t,x,un)axga(t,x)dtdx
9]

< +

/ Tn(t, 2, un)P (un,)0pp dtdz
Q

/ Oz / nfn(t7$,>\)@'/()\)d)\dtdx
2 0

Un

< ”fn(taxaun)¢/(un)Xsupps@”Lp(()) Haﬂﬂ‘P”LP’(Q)Jr ‘/Qa"ﬂ@ . fn(tasz)dAdtdx

< CS/J”()OHWLP,(.Q) + ||aw%0||Lp’(Q)

Xsupp ¢ / fn(ta z, )‘)d)‘
0

L?(£2)

< C’SPHQOHWLP/(Q) :

In the first step we have used integration by parts and in the second one the
expression for the flux from (2.5); in the third step we have used Holer inequality
and the non-negativity of @, while in the fourth we have used boundedness
of @ and assumption A3 for the first integral, and Holder inequality for the
second integral; in the last step we have used assumption Al. Let us remark
that this is the only place in the proof where we had used assumptions A1l and
A3 since we could not have used C1 and C3 for the L”(§2) bounds of the above
expressions we had.

So far we have shown that the sequence (9:(P(un)) + 0y (¥n(t, x,uy))),, is
precompact in Wl_oi’q(ﬂ), q € (1,2), and bounded in Wl_oip(ﬁ) for a p > 2.
The generalised version of Murat’s lemma now implies that

(0:(P(un)) + 0u (W (t, 2, uy))), is precompact in Hy,L(£2), (2.9)

loc

for all entropy-entropy flux pairs (®(\), ¥, (t,x,\)). Specifically, this is valid
for the particular entropy-entropy flux pairs which we will use in the rest of
the proof — the Kruzhkov entropy-entropy flux pairs. For k € R, define

SN =|N—k|, Up(t,z,\) =sgn(X—k)(fult,z,\) — ful(t,z,k)) .
As in the case of (2.7), we know that for such defined ¥, it holds

sup ’Wn(t,x,/\)—u'/(t,x,)\)’ —0 as n— o0
AE(—M, M)
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in L}, .(£2), where
U(t,z,A) =sgn(A—k)(f(t,z,\) — f(t,x,k)).
Therefore from (2.9) it follows
(Oslun — k| + O (sgn(un — k) (f (8 2, un) — f(t, 2, K)))),, (2.10)
is precompact in H,!(£2).

In the final step we will use the theory of Young measures and the div-
rot lemma [ [13], Theorem 5.4]. For a.e. (¢,z) € {2 denote by 1, the Young
measure on R associated to the weak convergence u,, — u in L?({2). Since
f is the Caratheodory type function we have the following representation (for
a.e. (t,x) € 2):

u(t,z) = / Adng (N)
R
and the following weak convergences in L?(£2) (note that (2 is bounded):

fCoun) = f, ®(u,) =@ and V(,u,) —V,

where
?(t,x):/Rf(t,w,)\)dntym()\), 5(t,x):/R@()\)d77t7x()\)
and @(t,x):/RW(t,x,)\)dnt’x()\).

Remembering the (2.7) and (2.10) and applying the div-rot lemma (div and
rot with respect to variables (¢,2)) on the vector fields vy = (un, f(+, u,)) and
wy, = (U(-, up), —P(uy)), we get that vy -wy — v-w in the sense of distributions
on {2, where v = (u, f) and w = (¥, —®). Using the above representation of u
and the weak limits, we conclude the following identity (for a.e. (¢,x) € (2)

w(t, )T (t, 7) — F(t,2)B(t, 7) = ult, 7) / Wt Ao (V)

R

~F(t.x) /R SN (N) = / (AD(t, 2, X) — F(t 2, B i o (V):

R

Rearranging the terms, we can write
[ [ 2.2) = F¢.a)B0) + (utt ) = WPt 0] di o (3) =

Plugging in the particular form of @ and ¥, we get the following

0= /R (7022 = F(t.2) A~k

+ (ut @) = A) sgn(h = k) (F(t,2,0) = [(t,2,8) [ dma ().

Math. Model. Anal., 21(5):685-698, 2016.
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Taking k = u(t, z), we finally arrive at (for a.e. (t,x) € 2):
0= / (£t 2, ut, 2)) — F(t,2)] A — ult, 2)] o (V)
R
— [f(tau(t.) = Tt )] [ 1A= u(t.o)] dnea (V)
R

from which we conclude that either f(t,z,u(t,z)) = f(t,z) or ms = Suge)
for a.e. (t,r) € 2. Remembering the definition of f(¢,z), we see that the
second possibility implies the first one. Thus, f(t,z,u(t,z)) = f(t,z) for a.e.
(t,x) € 2. In other words, f(-,u) is a weak limit of f(-,u,). From here, we
conclude that u is the weak solution of (1.1) in §2. This finishes the proof. O

A corollary of the proof of the last theorem and [20, Remark 1] in the case
when the flux is continuously differentiable with respect to all variables is the
fact that the limiting function u satisfies the Kruzhkov admissibility conditions
in the interior of (2 i.e. condition (1.6) from Definition 1 for ¢ € CL(£2).

Corollary 1. Assume that the flux f € C1(£2 x (=M, M)). The distributional
limit u of the sequence (u,) of solutions to (1.4) satisfies for every entropy-
entropy flux pair (&,¥)

B (D(u))+0, (W (t,x,u)) < — [ fL(t,z, )" (\)dX\ in D'(R).

0

Proof.  The statement follows from (2.8) and [20, Remark 1]. O

3 Numerical experiment

In this section we want to present motivation emanating from the traffic flow
modelling, results of the numerical experiment and to briefly outline the tech-
nical issues regarding the implementation of numerical method that has been
used. First, let us recall Lighthill-Whitham-Richards model for traffic flow
[18,23]

Iep + 9:(pv(p)) =0,

in which the velocity is assumed to have linear dependence upon density of the
cars

U(p) = Umax (1 - p/pmaw) 5 0 < P < Pmaz-

Let L and 7 be a typical length and time, respectively, such that v,,q, = L/T.
Introducing new variables # = x/L, t = /L, w = 1 — 2p/pmaz, We obtain the
inviscid Burgers equation

2
o+ 0. |p(1-L—)| = L2~ P, () =0,
Pmazx 2T 2T 2

For other models, see e.g. [10,14,22] and references therein.
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Let 2 = {(t,z) e R?: 0 <2 < 1,0 <t < —4z(xz—1)}. We focus on
solving the (regularized) Burgers equation

atu + 895 (U2/2) = EA(t7x)u in Q,
Vignu-v=0 only,

u(0,2) =up on Ip,

where I'p = {(t,2) € 902 : t =0} and I'v = 02\ I'p and up will be specified
latter, because it will differ in each out of three experiments. Since we did
not make any distinction between space and time, we will use finite element
method in space and time. This, rather unusual approach becomes natural if
we switch perspective and think of time variable as another space variable.

Let Vp(2) = {v € HY(2) : v|r, = up} and HL(2) = {v € H(N) :
v|r, = 0}. We use the following numerical scheme. For given initial guess g,
construct sequence u,, € Vp, n > 1, that are solutions of

/Q(atun + Up—10,up )dtdx + 6/9 Vit,z)tn - Vg zbdtde =0, Vi € HL(0).
(3.1)

, b) LT

Figure 2. Numerical solution of elliptic approximation to Burgers equation with N = 160
and e = 1/1602: a) solution of the equation with triangulation of the domain (represented
in red), b) iso—values of the solution.

In the first experiment we have chosen two scenarios. In the first one ¢ =
1/N and in the second one € = 1/N? with up = —2x(z — 1) in both. Results
are presented in Figure 2. Furthermore, to prove the convergence of the (3.1)
we performed two convergence test (see Table 1), where referent solution up
has been computed on N x N = 6402 grid.

In the second and third experiment we have chosen up = H(z — 0.5) and
up = H(0.5 — z), respectively, where H is the Heaviside function. Results are
presented on Figure 3 where we observe propagation of the rarefaction wave,
while on Figure 4 we have propagation of the shock wave.

Math. Model. Anal., 21(5):685-698, 2016.
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Table 1. Results of convergence test.

N=1/¢ |luny —urll2/llurllz N =1/ve |luny —urll2/llurl?2

10 0.179448 10 0.0539613

20 0.130928 20 0.0137841

40 0.076787 40 0.0038117

80 0.038821 80 0.0010069

160 0.0167232 160 0.00029879

320 0.0054824 320 0.000093223

Figure 3. Numerical solution of elliptic approximation to Burgers equation
demonstrating evolution of the rarefaction wave. Characteristics are plotted on the right
plot.

Figure 4. Numerical solution of elliptic approximation to Burgers equation
demonstrating evolution of the shock wave. Characteristics are plotted on the right plot.
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