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Abstract. In this paper, convergence rate of the reproducing kernel method for
solving boundary value problems is studied. The equivalence of two reproducing
kernel spaces and some results of adjoint operator are proved. Based on the classical
properties of piecewise linear interpolating function, we provide the convergence rate
analysis of at least second order. Moreover, some numerical examples showing the
accuracy of the proposed estimations are also given.
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1 Introduction

Boundary value problems arise in a variety of applied mathematics and physics.
The numerical methods for solving the problems have attracted much attention
(see [12] and [3]). In recent years, the reproducing kernel method has been
proposed and applied to solve the initial boundary value problems [2, 6, 7, 8,
11, 19, 24]. The method has the following advantages: rigorous theory, simple
process and easy to implement on computer. Especially, when we construct the
reproducing kernel space in which each function satisfies boundary conditions of
considered problems, we do not need to reconsider such boundary conditions in
the algorithm. Therefore, it is convenient to solve the corresponding problems
[13,14,15,16,17,18,20].
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The uniform convergence of the algorithm has been discussed in [22] and
[23]. The numerical complexity of the algorithm in [10] is three polynomial-
time. Research about convergence order of the reproducing kernel method is
important to solve practical problems. In the range of allowable error, conver-
gence order directly affects the computing speed of the algorithm as solving
practical problems. Motivated by all the works above, we will complete the
necessary work about convergence order of the reproducing kernel method in
this paper. It is worthy to note that our approach is better than the previ-
ous reproducing kernel space method because we avoid the complex process of
orthogonal.

The rest of the paper is organized as follows: in the next section, we in-
troduce the reproducing kernel method for solving problems and provide some
necessary Lemmas. Then we present the some prepared theorems in Section 3.
Error order estimation is analyzed in Section 4. In Section 5, some examples
are given to show our main conclusion. Section 6 ends this paper with a brief
conclusion.

2 The reproducing kernel method for solving the
boundary value problems

Definition 1. The reproducing kernel space Wm[0, 1] is defined by Wm[0, 1] =
{u|u(m−1)(x) is an absolutely continuous real value function in [0, 1], u(m)(x) ∈
L2[0, 1]} . The inner product of Wm[0, 1] is defined by

〈u, v〉Wm
=

m−1∑
i=0

u(i)(0)v(i)(0) +

∫ 1

0

u(m)(x)v(m)(x)dx.

Definition 2. The reproducing kernel space Hm[0, 1] is defined by Hm[0, 1] =
{u|u(m−1)(x) is an absolutely continuous real value function in [0, 1], u(m)(x) ∈
L2[0, 1]} . The inner product of Hm[0, 1] is defined as follows

〈u, v〉Hm
=

m∑
i=0

∫ 1

0

u(i)(x)v(i)(x)dx.

Let Rm
t (x),Km

t (x) be the reproducing kernel functions of Wm[0, 1] and
Hm[0, 1], respectively. From the definition of the inner product of Hm[0, 1],
the following Lemma 1 can be easily obtained.

Lemma 1. In space Hm[0, 1], when i ≤ j, then

‖u‖Hi
≤ ‖u‖Hj

.

Lemma 2. Space Wm[0, 1] is the equivalent with the space Hm[0, 1].

Proof. We need to get the conclusion: ‖u‖2Hm
≤ C‖u‖2Wm

and ‖u‖2Wm
≤

D‖u‖2Hm
, where C and D are constants. By reproducibility, we have

u(t) = 〈u,Rm
t 〉Wm , u(i)(t) = 〈u, ∂itRm

t 〉Wm , 0 ≤ i ≤ m− 1,
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so
|u(i)(t)| = |〈u, ∂itRm

t 〉Wm
| ≤ ‖u‖Wm

‖∂itRm
t ‖Wm

≤ Ci‖u‖Wm
,

then

‖u‖2Hm
=

∫ 1

0

m∑
i=0

(u(i))2dt ≤
∫ 1

0

m−1∑
i=0

C2
i ‖u‖

2
Wm

dt+

∫ 1

0

(u(m))2dt ≤ C‖u‖2Wm
.

On the other hand,

u(t) = 〈u,Km
t 〉Hm

, u(i)(t) = 〈u, ∂itKm
t 〉Hm

, 0 ≤ i ≤ m− 1,

so

|u(i)(0)| = |〈u, (∂itKm
t )t=0〉Hm

| ≤ ‖u‖Hm
‖(∂itKm

t )t=0‖Hm
≤ Di‖u‖Hm

,

then

‖u‖2Wm
=

m−1∑
i=0

(u(i)(0))2 +

∫ 1

0

(u(m))2dt

≤
m−1∑
i=0

D2
i ‖u‖2Hm

+

∫ 1

0

(u(m))2dt ≤ D‖u‖2Hm
.

ut

From Lemmas 1 and 2, we can obtain the following Corollary.

Corollary 1.

‖u‖Wi
≤ C‖u‖Wj

, i ≤ j.

In this paper, we consider the following equations on the assumption that the
solution is existent and unique.{

u(m−1)(x) + a1(x)u(m−2)(x) + · · ·+ am−1(x)u(x) = f(x),
T1u = 0, T2u = 0, . . . , Tm−1u = 0,

(2.1)

where a1(x), . . . , am−1(x), f(x) ∈ W1[0, 1], Ti(i = 1, . . . ,m − 1) are bounded
linear functionals on Wm[0, 1].

In order to solve equation (2.1) by using the reproducing kernel method,
we firstly construct the following reproducing kernel space

W 0
m[0, 1] = {u|u ∈Wm[0, 1], T1u = 0, T2u = 0, . . . , Tm−1u = 0}.

By defining the linear operator L : W 0
m[0, 1]→W1[0, 1] as

Lu(x) = u(m−1)(x) + a1(x)u(m−2)(x) + · · ·+ am−1(x)u(x)

equation (2.1) changes to

Lu(x) = f(x). (2.2)
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Next we describe an improvement of the reproducing kernel method to find
the approximation solution for equation (2.2). More precisely, let Rt(x) and
rt(x) be the reproducing kernel functions of W 0

m[0, 1] and W1[0, 1], respectively.
Moreover, ψi(x) = L∗rxi(x), where {xi}∞i=1 is dense set on [0, 1], and L∗ is the
adjoint operator of L. Note that Sn , span{ψi(x)}1≤i≤n, and Pn : W 0

m → Sn

is an orthogonal projection operator. It is easy to observe that

〈Pnu, ψi〉 = 〈u, ψi〉 = (Lu)(xi).

Thus we get the following conclusion:

Corollary 2. If u is the solution of equation (2.2), then un , Pnu is the solution
of 〈v, ψi〉 = f(xi).

In this case, un is uniformly convergent to u in [0, 1]. In fact, applying
||un − u|| → 0 one obtains the following uniformly convergence:

|un(x)− u(x)| = |〈un − u,Rx〉| ≤ ||un − u||||Rx|| → 0.

Therefore we introduce specific algorithm. Sine un ∈ Sn, indeed the formula is

un =

n∑
i=1

αiψi.

In this way we just search αi. With the help of Corollary 2 we now obtain that

f(xj) = 〈un, ψj〉 =

n∑
i=1

αi〈ψi, ψj〉, j = 1, 2, . . . , n

and set matrices

G = (〈ψi, ψj〉)1≤i,j≤n, −→α = (α1, α2, . . . , αn)T,
−→
F = (f(x1), f(x2), . . . , f(xn))T.

It follows that −→α = G−1
−→
F . Then the approximate solution un is obtained.

3 Several prepared theorems

For convenience, we only discuss convergence order for the case m = 5 in
equation (2.1) by the reproducing kernel method. The case is completely similar
for the other value of m. Suppose that a1(x), . . . , a4(x), f(x) ∈ W2[0, 1] ⊂
W1[0, 1], we have the following theorems:

Theorem 1.

W 0
5 [0, 1] = ImL∗, (kerL∗)⊥ = ImL = W1[0, 1].

Proof. For any u ∈ (ImL∗)⊥, since ψi(x) = L∗rxi
(x) ∈ ImL∗, we get

〈u, ψi(x)〉W5 = 0.

Math. Model. Anal., 21(4):466–477, 2016.
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That is
0 = 〈u, ψi(x)〉W5

= 〈Lu, rxi
〉W1

= Lu(xi).

Noting that {xi}∞i=1 is dense set in [0, 1], therefore Lu = 0. It follows that
u = 0 from the existence of L−1. This implies (ImL∗)⊥ = {0}. Hence ImL∗ =
W 0

5 [0, 1]. Likewise, we can prove (kerL∗)⊥ = ImL = W1[0, 1]. ut

Lemma 3. u ∈W6 if and only if Lu ∈W2.

Proof. If u ∈ W6, from the definition of the operator L and assumption of
functions a1(x), a2(x), a3(x), a4(x),we deduce that Lu ∈ W2. Now, assume
that Lu ∈ W2. Then we derive u ∈ W6. Otherwise, if u /∈ W6, then in the
light of Definition 1, we deduce u(5) is not an absolutely continuous function
or u(6) /∈ L2[0, 1]. Obviously, (Lu)′ is not absolutely continuous or (Lu)′′ /∈
L2[0, 1]. It contradicts with Lu ∈W2. ut

Lemma 4. w ∈W2 if and only if L∗w ∈W6.

Proof. By the reproducing kernel method, we have

L∗w(t) = 〈L∗w,Rt〉W5
= 〈w,LRt〉W1

= w(0)LRt(0) +

∫ 1

0

w′∂xLRt(x)dx

= w(0)[∂4xRt(0) + a1(0)∂3xRt(0) + a2(0)∂2xRt(0) + a3(0)∂xRt(0)

+ a4(0)Rt(0)] +

∫ 1

0

w′[∂5xRt(x) + a1∂
4
xRt(x) + (a′1 + a2)∂3xRt(x)

+ (a′2 + a3)∂2xRt(x) + (a′3 + a4)∂xRt(x) + a′4Rt(x)]dx.

Considering the symmetry of the producing kernel function Rt(x) and its piece-
wise continuity on t, we know from [21] ∂jt ∂

i
xRt(x) is continuous function as

0 ≤ i+ j ≤ 8; ∂jt ∂
i
xRt(x) is jump discontinuous on t as i+ j = 9; ∂jt ∂

i
xRt(x) =

δ(x− t) as i+ j = 10 . Hence, we have

∂5t L∗w(t) = w(0)[∂5t ∂
4
xRt(0) + a1(0)∂5t ∂

3
xRt(0) + a2(0)∂5t ∂

2
xRt(0)

+ a3(0)∂5t ∂xRt(0) + a4(0)∂5tRt(0)] +

∫ 1

0

w′[∂5t ∂
5
xRt(x) + a1∂

5
t ∂

4
xRt(x)

+ (a′1 + a2)∂5t ∂
3
xRt(x) + (a′2 + a3)∂5t ∂

2
xRt(x) + (a′3 + a4)∂5t ∂xRt(x)

+ a′4∂
5
tRt(x)]dx

= w(0)[∂5t ∂
4
xRt(0) + a1(0)∂5t ∂

3
xRt(0) + a2(0)∂5t ∂

2
xRt(0) + a3(0)∂5t ∂xRt(0)

+ a4(0)∂5tRt(0)] +

∫ 1

0

w′[δ(x− t) + a1∂
5
t ∂

4
xRt(x) + (a′1 + a2)∂5t ∂

3
xRt(x)

+ (a′2 + a3)∂5t ∂
2
xRt(x) + (a′3 + a4)∂5t ∂xRt(x) + a′4∂

5
tRt(x)]dx

= w(0)[∂5t ∂
4
xRt(0) + a1(0)∂5t ∂

3
xRt(0) + a2(0)∂5t ∂

2
xRt(0) + a3(0)∂5t ∂xRt(0)
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+ a4(0)∂5tRt(0)] + w′(t) +

∫ 1

0

w′[a1∂
5
t ∂

4
xRt(x) + (a′1 + a2)∂5t ∂

3
xRt(x)

+ (a′2 + a3)∂5t ∂
2
xRt(x) + (a′3 + a4)∂5t ∂xRt(x) + a′4∂

5
tRt(x)]dx.

In addition

∂6t L∗w(t)

= w(0)[∂6t ∂
4
xRt(0) + a1(0)∂6t ∂

3
xRt(0) + a2(0)∂6t ∂

2
xRt(0) + a3(0)∂6t ∂xRt(0)

+ a4(0)∂6tRt(0)] + w′′(t) +

∫ 1

0

w′[a1∂
6
t ∂

4
xRt(x) + (a′1 + a2)∂6t ∂

3
xRt(x)

+ (a′2 + a3)∂6t ∂
2
xRt(x) + (a′3 + a4)∂6t ∂xRt(x) + a′4∂

6
tRt(x)]dx

= w(0)[∂6t ∂
4
xRt(0) + a1(0)∂6t ∂

3
xRt(0) + a2(0)∂6t ∂

2
xRt(0) + a3(0)∂6t ∂xRt(0)

+ a4(0)∂6tRt(0)] + w′′(t) +

∫ 1

0

w′[a1δ(x− t) + (a′1 + a2)∂6t ∂
3
xRt(x)

+ (a′2 + a3)∂6t ∂
2
xRt(x) + (a′3 + a4)∂6t ∂xRt(x) + a′4∂

6
tRt(x)]dx

= w(0)[∂6t ∂
4
xRt(0) + a1(0)∂6t ∂

3
xRt(0) + a2(0)∂6t ∂

2
xRt(0) + a3(0)∂6t ∂xRt(0)

+ a4(0)∂6tRt(0)] + w′′(t) + w′(t)a1(t) +

∫ 1

0

w′[(a′1 + a2)∂6t ∂
3
xRt(x)

+ (a′2 + a3)∂6t ∂
2
xRt(x) + (a′3 + a4)∂6t ∂xRt(x) + a′4∂

6
tRt(x)]dx.

It can be seen w′(t) is absolutely continuous function in [0, 1]. Therefore
∂5t L∗w(t) is absolutely continuous function in [0, 1]. Moreover, w′′(t) ∈ L2[0, 1]
Implies that ∂6t L∗w(t) ∈ L2[0, 1] and the other way is also true. Thus, we
obtain L∗w ∈W6 if and only if w ∈W2. ut

Theorem 2. Suppose that u ∈ W 0
5 is the solution of equation (2.2) and un =

Pu ∈ Sn, then

‖u− un‖W 0
5 [0,1]

≤ ‖L∗‖‖w − wn‖W1
, (3.1)

where w ∈W2, u = L∗w. Let wn = Pw̃nw, where w̃n = span{rxi(t)}ni=1.

Proof. Since u = L∗w,L∗wn ∈W 0
5 [0, 1], one has

‖u− un‖W 0
5
≤ ‖L∗w − L∗wn‖W 0

5
≤ ‖L∗‖‖w − wn‖W1

.

ut

Theorem 3. On the same assumption of Theorem 2, we get

|u(x)− un(x)| ≤ ‖u− un‖W 0
5
‖Rt − PnRt‖W 0

5
. (3.2)

Proof. Because of u, un ∈W 0
5 and u− un ∈ S⊥n , it can be obtained

|u(x)− un(x)| = |〈u− un, Rt〉W 0
5
| = |〈u− un, Rt − PnRt〉W 0

5
|

≤ ‖u− un‖W 0
5
‖Rt − PnRt‖W 0

5
.

ut

Math. Model. Anal., 21(4):466–477, 2016.
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4 Error order estimation

Lemma 5. Suppose that u ∈W 0
5 [0, 1], then there exists a constant C such that

‖u‖W 0
5
≤ C‖Lu‖W1 . (4.1)

Proof. Otherwise, for any n ∈ N, there exists vn ∈W 0
5 [0, 1], so that

‖vn‖W 0
5
> n‖Lvn‖W1

.

That is ∥∥vn/‖vn‖∥∥W 0
5
> n

∥∥Lvn/‖vn‖ ∥∥W1
.

We still mark vn/‖vn‖ as vn, then ‖vn‖W 0
5

= 1, ‖vn‖W 0
5
/n > ‖Lvn‖W1 , fur-

thermore, ‖Lvn‖W1
→ 0. Meanwhile, vn are bounded on W 0

5 [0, 1], so vn exists
an convergent subsequence. The subsequence is marked as vn. It follows that
vn → v ∈W 0

5 [0, 1]. Since∣∣ ‖vn‖W 0
5
− ‖v‖W 0

5

∣∣ ≤ ‖vn − v‖W 0
5
,

then ‖v‖W 0
5

= 1. In addition, since Lvn → Lv, then Lv = 0. This implies
v = 0. It contradicts with ‖v‖W 0

5
= 1. ut

Likewise, we can prove the following Lemma 6.

Lemma 6. Suppose that w ∈ W1 ∩W2, then there exists a constant C such
that

‖w‖W2 ≤ C‖L∗w‖W 0
5
. (4.2)

The following statement is well known (see [1]): suppose that g ∈ C2[a, b] and
Π4g is piecewise linear interpolating function of g. That is, Π4g|[xi−1,xi] is
linear function, which satisfies Π4g(xi) = g(xi), then

‖g −Π4g‖L2 ≤ Ch2‖g′′‖L2 , ‖g′ − (Π4g)′‖L2 ≤ C̃h‖g′′‖L2 ,

where h is the maximum step size of points {xi}1≤i≤n. According to the def-
initions of inner products of W2[0, 1] and H2[0, 1], applying Lemmas 1, 2 and
Corollary 1, we have

‖g −Π4g‖L2 ≤ K1h
2‖g‖W2

, ‖g′ − (Π4g)′‖L2 ≤ K2h‖g‖W2
.

Furthermore,

‖g −Π4g‖L2 + ‖g′ − (Π4g)′‖L2 ≤ K3h‖g‖W2
,

‖g −Π4g‖H2
≤ K4h‖g‖W2

, ‖g −Π4g‖W2
≤ K5h‖g‖W2

. (4.3)

Noting that the reproducing kernel function rt(x) = 1 + 1
2 [x+ t− |x− t|], then

rxi(x) are linear function on every set [xj−1, xj ]. Therefore wn(x) = Pw̃nw(x)
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is piecewise linear interpolating function of w(x). Thus, applying (4.3) to the
second factor of the right side of (3.1), we have

‖w − wn‖W1
≤ C1‖w − wn‖W2

≤ Kh‖w‖W2
. (4.4)

Applying (4.1), (4.2) to (4.4), we obtain

‖w − wn‖W1
≤ C2h‖w‖W2

≤ C3h‖L∗w‖W 0
5

= C3h‖u‖W 0
5
≤ C4h‖Lu‖W1

= C4h‖f‖W1
.

We analyze the second factor of the right side of (3.2):‖Rt − PnRt‖W 0
5
. Since

Rt ∈ W 0
5 = ImL∗, then Rt = L∗w̃. Owing to the fourth-order smoothness of

the reproducing kernel function Rt, we get w̃ ∈W2.
Let w̃n = Pw̃n

w̃, then we have

‖Rt − PnRt‖W 0
5
≤ ‖L∗w̃ − L∗w̃n‖W 0

5
≤ ‖L∗‖‖w̃ − w̃n‖W1

≤ D1‖w̃ − w̃n‖W2

≤ D2h‖w̃‖W2 ≤ D3h‖L∗w̃‖W 0
5

= D3h‖Rt‖W 0
5
. (4.5)

Summarizing (3.1), (3.2), (4.4), (4.5), we have

|u− un| ≤ C4h‖f‖W1D3h‖Rt‖W 0
5

= Ch2‖f‖W1‖Rt‖W 0
5
≤Mh2‖f‖W1 .

According to the above discussion, we obtain the following main conclusions.

Theorem 4. The approximate solution un = Pnu of equation (2.2) converges
to its exact solution u with not less than the second order convergence.

By Theorem 3 and (4.4), (4.5), we get

|u− un| ≤M0h
2, (4.6)

|u′ − u′n| ≤ Ch2‖f‖W1‖∂tRt‖W 0
5
≤M1h

2, (4.7)

|u′′ − u′′n| ≤ Ch‖f‖W1
‖∂2tRt‖W 0

5
≤M2h. (4.8)

Furthermore, the following rate of convergence formulas can be obtained:

r = log2(eh/eh
2
) = 2, (4.9)

where eh = M0h
2 is the error for |u− un|, h = 1/(n− 1).

5 Numerical examples

In this section, we give some computational results of some numerical exper-
iments with methods based on preceding sections, to support our theoretical
discussion.

Example 1. In order to focus on convergence order, we consider the following
problem [5]{

u(4)(x)− (1 + c)u′′(x) + cu(x) = 1
2cx

2 − 1,
u(0) = 1, u′(0) = 1, u′(1) = 1 + cosh(1), u(1) = 3/2 + sinh(1),

(5.1)

Math. Model. Anal., 21(4):466–477, 2016.
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where c = 106, the exact solution is u(x) = 1 + 1
2x

2 + sinh(x). Table 1 lists the
absolute pointwise error for u−un and the rate of convergence r to Example 1,
using the present methods for various values of n, where eh is the average error

and rij = Log2(
ehi

ehj
). From Table 1, we confirm that our algorithm satisfies the

formula (4.6) and (4.9). The left side of Figure 1 show the image of u, along
with the image of un. Again we see the absolute error graph for first and second
order derivative of solution in Figure 1, which follow from the formulas (4.7)
and (4.8).

Table 1. The absolute pointwise error and the rate of convergence r for Example 1

x h1 = 1
4
, n = 5 h2 = 1

8
, n = 9 h3 = 1

16
, n = 17 h4 = 1

32
, n = 33

0 9.09E−11 2.18E−11 1.22E−10 3.20E−11
1/4 4.75E−8 2.57E−8 3.33E−9 2.91E−10
1/2 2.94E−6 8.14E−8 9.85E−9 8.87E−10
3/4 3.02E−6 6.85E−8 1.56E−8 1.48E−10
1 2.36E−12 9.42E−11 1.91E−8 4.08E−10
1/8 4.83E−8 1.50E−12 7.61E−10
3/8 5.30E−8 6.71E−9 2.01E−9
5/8 8.61E−8 1.28E−8 7.63E−10
7/8 1.30E−7 1.88E−8 3.91E−11
1/16 2.67E−9 2.61E−10
3/16 1.43E−9 3.69E−10
5/16 5.01E−9 4.02E−10
7/16 8.34E−9 1.58E−10
9/16 1.13E−8 2.27E−10
11/16 1.42E−8 5.17E−11
13/16 1.75E−8 6.90E−10
15/16 2.21E−8 4.64E−10
5/32 3.59E−9
7/32 1.63E−9
11/32 6.34E−10
15/32 9.65E−10
19/32 3.07E−9
31/32 5.62E−9

eh 1.20E−6 7.83E−8 9.96E−9 4.67E−10

r r12 = 3.9 r23 = 2.9 r34 = 3.1

Example 2. Consider the following linear fourth-order nonlocal problem [9] u(4)(x)− exu′′′(x) + u(x) = 1− ex cosh(x) + 2 sinh(x),
u( 1

4 ) = 1 + sinh( 1
4 ), u′( 1

4 ) = cosh(1
4 ),

u′′( 1
4 ) = sinh(1

4 ), u( 1
2 )− u( 3

4 ) = sinh( 1
2 )− sinh( 3

4 ).

The exact solution is u(x) = 1+sinh(x). The numerical results are given in
Table 2, where rij = Log2(

ehi

ehj
). From Table 2, we confirm that the numerical

results justify the theoretical discussion. Comparison of the numerical results
shows that the present method more accurate than the method in [9].
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Figure 1. Left side curves are the images of approximate solution u33(x) (dotted
line)and exact solution u(x) (solid line)for Example 1; Middle side curve is the absolute
error between u′33(x) and u′(x) for Example 1; Right side curve is the absolute error

between u′′33(x) and u′′(x) for Example 1

Table 2. The absolute pointwise error and the rate of convergence r for Example 2

x Method in[23] h1 = 0.2 h2 = 0.1 h3 = 0.05 h4 = 0.025 r12 r23 r34

0 2.60E−3 1.67E−4 3.08E−5 3.03E−6 6.43E−7 2.43 3.34 2.23
0.1 4.70E−4 1.82E−5 1.20E−6 1.20E−7 3.90 3.32
0.2 1.43E−5 1.50E−6 3.20E−7 2.77E−8 3.77E−9 2.14 2.53 2.87
0.3 9.55E−6 9.87E−7 1.81E−8 2.81E−9 4.78 2.68
0.4 1.83E−4 4.50E−5 9.22E−6 2.87E−7 5.86E−8 2.15 4.89 2.29
0.5 5.77E−4 1.98E−6 1.09E−7 1.87E−8 4.18 2.61
0.6 9.56E−4 5.58E−4 9.89E−5 1.81E−6 2.81E−7 2.49 5.77 2.68
0.7 9.14E−4 9.10E−5 1.08E−6 1.08E−7 6.39 3.32
0.8 6.74E−5 2.36E−3 4.98E−5 9.49E−6 6.69E−7 5.56 2.39 3.87
0.9 2.63E−3 2.33E−4 1.97E−5 2.61E−6 3.54 2.91
1 7.57E−3 6.67E−3 4.08E−4 3.84E−5 8.11E−6 4.02 3.40 2.24

Example 3. Consider the following linear third-order three points boundary
value problem [4].{

u′′′(x)− αu′′(x)− βu′(x) + γu(x) = f(x),
u(1) = u(−1) = u′(1) = 0,

(5.2)

where f(x) is chosen such that the exact solution for Equation (5.2) is u(x) =
(1− x2)xj sin(mπx), j,m ∈ N.

Table 3. Maximum absolute errors and the rate of convergence for Example 3

j m α β γ Method in [23] Our method n = 8 Our method n = 16 r

1 1 0 0 0 2.558E−3 7.725E−4 1.723E−4 2.16
0 1 2 3 4 4.472E−3 3.099E−4 7.017E−5 2.10
1 2 0 1 0 1.119E−1 3.860E−2 1.001E−2 1.98
2 1 1 0 1 1.578E−2 8.341E−3 3.804E−4 2.05

In Table 3, the maximum errors E for u − un and the rate of convergence
r to equation (5.2) are listed, using our present algorithm for various values

Math. Model. Anal., 21(4):466–477, 2016.
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of j,m and the coefficients α, β and γ. Furthermore, we give a comparison
between our algorithm and the method in [4].

6 Conclusions

To summarize, in this paper, we strictly present convergence order on the basis
of previous research. In the reproducing kernel space, some convergent theo-
rems and error order estimation are given for the first time. On the assumption
of equation (2.2), we get that the approximate solution has no less than the
second-order convergence. The numerical results show that the present method
is an accurate and reliable analytical technique. It is worthy to note that the
approach detailed here can be readily adapted to the case of linear integral and
integro-differential equation with various boundary value conditions.
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