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Abstract. In this paper, we describe the construction of a class of methods with
a large area of the stability region for solving Volterra integro-differential equations.
In the structure of these methods which is based on a subclass of explicit general
linear methods with and without Runge-Kutta stability property, we use an adequate
quadrature rule to approximate the integral term of the equation. The free parameters
of the methods are used to obtain methods with a large stability region. The efficiency
of the proposed methods is verified with some numerical experiments and comparisons
with other existing methods.
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1 Introduction

In this paper we deal with the numerical solution of Volterra integro-differential
equations (VIDEs) of the form

{
y′(t) = f

(
t, y(t), z(t)

)
, t ∈ I := [t0, T ],

y(t0) = y0,
(1.1)

with z(t) :=

∫ t

t0

K
(
t, s, y(s)

)
ds. Here, the functions f : I × Rm × Rm → Rm

and K : D × Rm → Rm, with D := {(t, s) : t0 ≤ s ≤ t ≤ T } are continuous on

�
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their respective domain and m representing the dimensionality of the system.
Also, f satisfies the Lipschitz conditions with respect to y and z whereas K
satisfies the Lipschitz condition with respect to y. These assumptions guaran-
tee the existence and uniqueness of the sufficiently smooth solution [29]. Many
medical science, biology, and physical problems can be modeled in the form of
VIDEs [10]. Recently, VIDEs have attracted the interest of many scientists and
researchers due to their wide range of applications in science and technology
and many numerical methods have been proposed. Using efficient numerical
methods for initial value problems (IVPs) in ordinary differential equations
(ODEs) has been successfully studied to design methods for the numerical so-
lution of VIDE (1.1). Linz [29] has extended the linear multistep methods and
has given a convergence theorem analogous to the one holding for ODEs. Brun-
ner and Lambert [9] and Matthys [33] have examined the stability properties
of these methods. Makroglou [32] has extended the theory of hybrid methods
for the numerical solution of (1.1). Special Runge-Kutta methods for VIDEs
have been presented by Wolfe and Phillips [36], Lubich [30], and Brunner [7].

Furthermore, collocation and spectral collocation methods have been stud-
ied in [8, 10, 20, 21, 22, 26, 27, 35]. Also, an elegant numerical method based
on linear barycentric rational interpolation has been introduced by Abdi and
Hosseini [1]. Recently, a method based on general linear methods (GLMs)
[11, 13, 28] for the numerical solution of (1.1) has been introduced and studied
by Mahdi et al. in [31].

In this paper, we introduce explicit methods for the numerical solution
of VIDE (1.1) based on diagonally implicit multistage integration methods
(DIMSIMs) as a subclass of GLMs. DIMSIMs for the numerical solution of
ODEs {

y′(t) = f(t, y(t)), t ∈ [t0, T ],

y(t0) = y0,
(1.2)

were introduced by Butcher [12] and extended by Butcher and Jackiewicz [14,
15, 16, 17]. These methods are characterized by four integers (p, q, r, s) and
four coefficients matrices

A = [aij ] ∈ R
s×s, U = [uij ] ∈ R

s×r, B = [bij ] ∈ R
r×s, V = [vij ] ∈ R

r×r,

where p and q are respectively the order and the stage order of the method, r is
the number of input and output approximations, and s is the number of internal

stages. Let Y [n] = [Y
[n]
i ]si=1 be an approximation of the stage order q to the

vector y(tn−1+ch)=[y(tn−1+cih)]
s
i=1 where c = [c1 c2 · · · cs]

T ∈ Rs designates

the abscissa vector and f(Y [n]) = [f(Y
[n]
i )]si=1 denotes the first derivative stage

value vector. The external stage y[n] = [y
[n]
i ]ri=1 is defined as a p-th order

approximation of the linear combinations of the derivatives, i.e.,

y[n] = q0y(xn) + q1hy
′(xn) + q2h

2y′′(xn) + · · ·+ qph
py(p)(xn) +O(hp+1),

for some real vectors qi ∈ Rr, i = 0, 1, . . . , p (see [13,28]). A DIMSIM, used for
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the numerical solution of ODEs (1.2), is defined by




Y
[n]
i =h

s∑

j=1

aijf(tn−1+cjh, Y
[n]
j )+

r∑

j=1

uijy
[n−1]
j , i = 1, 2, . . . , s,

y
[n]
i =h

s∑

j=1

bijf(tn−1+cjh, Y
[n]
j )+

r∑

j=1

vijy
[n−1]
j , i = 1, 2, . . . , r,

(1.3)

where n = 1, 2, . . . , N , Nh = T − t0, h is the stepsize, and tn = t0 + nh.
These methods have been divided into four types [28]. The coefficients matrix
A for type 1 methods, which are sequential explicit methods, is strictly lower
triangular. These methods are appropriate for the numerical solution of nonstiff
and mildly stiff ODEs in a sequential computing environment. Construction of
DIMSIMs for the numerical solution of ODEs has been investigated in literature
such as [18, 19]. We recall that DIMSIM (1.3) with r = s = p, U = Is, and
V e = e has order p and stage order q = p if and only if [12, 14, 15]

B = B0 −AB1 − V B2 + V A, (1.4)

where the matrices B0, B1, and B2 ∈ Rs×s have entries

(B0)i,j =

∫ 1+ci

0
φj(x)dx

φj(cj)
, (B1)i,j =

φj(1 + ci)

φj(cj)
, (B2)i,j =

∫ ci

0
φj(x)dx

φj(cj)
.

Here, Is stands for the identity matrix of dimension s, e is the r-dimensional

all-ones vector, and φi(x) =
s∏

j=1,j 6=i

(x − cj), i = 1, 2, . . . , s. In the linear

stability analysis of the DIMSIMs for the test equation y′ = ζy, it is said that
the method possesses Runge–Kutta stability (RKS) property if its stability
function defined by

p(ω, z) = det
(
ωIr −M(z)

)
, z := ζh ∈ C, (1.5)

in which M(z) = V + zB(Is − zA)−1U is the stability matrix of the method,
has the special form

p(ω, z) = ωr−1
(
ω −R(z)

)
.

Combination of special DIMSIMs for ODEs with Gregory quadrature rule
for solving (1.1), referred to GLMG, has been introduced in [31] which is re-
viewed in Section 2. The applied DIMSIMs in [31] are implicit so that their high
accuracy and good stability properties cause the constructed such GLMG to be
appropriate for solving stiff problems. In order to save computational effort in
the case of non-stiff problems, however, explicit algorithms is preferred. Con-
sidering this point, in Section 3, we construct explicit GLMG schemes based on
explicit DIMSIMs for ODEs with and without RKS property in which the free
parameters of the methods are used to have RKS property for DIMSIMs or to
extend the absolute stability region of DIMSIMs with the aim of maximizing
the its area. The used strategy to achieve the maximum value for area is the
same as that in [2, 3, 5, 6, 23, 24, 25, 28]. Verification of the theoretical results,
efficiency, and capability of the constructed methods in solving nonstiff and
mildly stiff VIDEs together with comparison with implicit GLMG are given in
Section 4. Finally, in Section 5 some concluding remarks are given.
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2 A review on the GLMG

We recall the GLMG schemes based on DIMSIMs of order p and stage order
q = p together with Gregory quadrature rule for the numerical solution of
VIDEs (1.1) which is defined by





Y
[n]
i =h

s∑

j=1

aijf(tn−1+cjh, Y
[n]
j , Z

[n]
j )+

r∑

j=1

uijy
[n−1]
j , i=1, 2, . . . , s,

y
[n]
i =h

s∑

j=1

bijf(tn−1+cjh, Y
[n]
j , Z

[n]
j )+

r∑

j=1

vijy
[n−1]
j , i=1, 2, . . . , r,

(2.1)

where Z [n] =
[
Z

[n]
j

]s
j=1

is an approximation to the vector z(tn−1 + ch) =[
z(tn−1 + cjh)

]s
j=1

. The components of this vector are computed by Gregory

quadrature rule of order d such as

Z
[n]
i =

h

s

n−1∑

l=1

s∑

j=1

w
(n,l)
ij K(tn−1 + cih, tl−1 + cjh, Y

[l]
j )

+
h

s

i∑

j=1

w
(n,n)
ij K(tn−1 + cih, tn−1 + cjh, Y

[n]
j ), i = 1, 2, . . . , s,

where w
(n,l)
ij denote the weights of Gregory quadrature rule corresponding to

abscissa tl−1 + cjh. The coefficients matrices A, U , B, and V in (2.1) are the
same coefficients matrices of the constructed DIMSIMs with the abscissa vector
c of values equally spaced in the interval [0, 1] such that ci = (i − 1)/s, i =
1, 2, . . . , s. In [31], it is proved that the method (2.1) is convergent of order
min{p0, p, d}, where p0 is the order of the starting procedure for computing
Y [1] and y[1]. Also, the linear stability analysis of method (2.1) with respect to
the basic test problem [9]




y′(t) = γy(t) + λ

∫ t

0

y(s)ds, t ≥ 0,

y(0) = 1,

with γ and λ as real parameters, is investigated in [31]. It is shown that
the stability properties of these methods are governed by the stability matrix
defined by

M(ξ, η) =



Is − ξA− η
s
AL(n,n) 0 0

−ξB − η
s
BL(n,n) Ir 0

−L(n+1,n) 0 Is




−1 


0 U η
s
A

0 V η
s
B

L(n+1,n−1) − L(n,n−1) 0 Is


 ,
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with ξ := hγ, η := h2λ, and for l = 1, 2, . . . , n− 1,

L(n,l) :=




w
(n,l)
11 w

(n,l)
12 · · · w

(n,l)
1s

w
(n,l)
21 w

(n,l)
22 · · · w

(n,l)
2s

...
...

. . .
...

w
(n,l)
s1 w

(n,l)
s2 · · · w

(n,l)
ss



,

L(n,n) :=




w
(n,n)
11 0 · · · 0

w
(n,n)
21 w

(n,n)
22 · · · 0

...
...

. . .
...

w
(n,n)
s1 w

(n,n)
s2 · · · w

(n,n)
ss



.

Then the corresponding stability function p(ω, ξ, η) is defined as the character-
istic polynomial of M(ξ, η), i.e.,

p(ω, ξ, η) = det
(
ωI2s+r −M(ξ, η)

)
.

The absolute stability region R of method (2.1) is a subset of the (ξ, η)-plane
in which for every point in it, all the roots ωi = ωi(ξ, η), i = 1, 2, . . . , 2s+ r, of
p(ω, ξ, η) lie inside the unit circle with only simple roots on the boundary.

3 Construction of the explicit GLMG with large regions

of absolute stability

In this section, we are going to construct explicit methods in the form (2.1)
which is based on DIMSIM of type 1 of orders 2, 3, and 4. We will refer to
these methods as EGLMG.

In the construction of EGLMG, we consider two different cases: EGLMG
based on DIMSIMs with and without RKS property. Indeed, in the construc-
tion DIMSIMs for EGLMG, after applying order and stage order conditions, a
number of coefficients of the method remain as the free parameters; these free
parameters are used for two aims: equipping DIMSIMs by RKS property or
having a large stability region for DIMSIMs. The former needs to solve non-
linear algebraic equations [28], the latter can be done in some ways: to do this,
we first define the objective function for the approximation of negative values
of the area of the stability region as

S := −
∆θ

2

(
r2(θ0) + 2

N−1∑

k=1

r2(θk) + r2(θN )
)
,

where N is a positive integer and θk = k∆θ, k = 0, 1, . . . , N,N∆θ = π/2. The
rays rk = r(θk), k = 0, 1, . . . , N , are computed by the bisection method applied
to the equation

p(w,−rk cos(θk) + irk sin(θk)) = 0,

with |w| = 1 and the stability function p(w, z) defined by (1.5), which cor-
responds to the point on the boundary of the stability region. Then we use
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the fminsearch command of MATLAB to minimize this function (for more
details see [2, 3]).

In the construction of the methods, we assume that p = q = r = s, U = Is,
and V = evT , and vT e = 1. This representation of V ensures zero-stability of
the methods. According to the order conditions (1.4), the coefficient matrix
B depends only on the coefficient matrices A and V . Hence, the only free
parameters are the s(s− 1)/2 entries of the matrix A and the s− 1 entries of
the matrix V . These free parameters are used to achieve the above-mentioned
aims.

3.1 Methods of order 2

We start with the construction of DIMSIMs of type 1 with p = q = r = s = 2
and c = [0 1

2 ]
T . By the order conditions (1.4), we obtain a two-parameter

family of the methods depending on the parameters a21 and v1. The coefficient
matrices of these methods are

A =

[
0 0

a21 0

]
, B =

[
−a21v1 + a21 + 0.25v1 − 0.25 0.25v1 + 0.75

−a21v1 + 2a21 + 0.25v1 − 1 −2a21 + 0.25v1

]
,

v =
[
v1 1− v1

]T
.

The stability polynomial p(ω, z) is given by

p(ω, z) = ω2 + p1(z)ω + p0(z),

with

p1(z) = (−0.25a21v1 − 0.75a21)z
2 + (a21v1 + a21 − 0.5v1 − 1.75)z − 1,

p0(z) = (0.5v1+0.25−0.25a21−0.75a21v1)z
2+(0.5v1 − a21 − a21v1 + 0.75)z.

There is no such methods with RKS property. Now, by using the two free
parameters and the mentioned numerical optimization procedure, we find the
method with a large stability region with coefficients matrices as

A =

[
0 0

0.477396064566154 0

]
,

B =

[
0.338730045473526 0.627599046052331
0.066126110039680 0.922806916920023

]
,

v =
[
−0.489603815790677 1.489603815790677

]T
.

The stability region of the constructed DIMSIM has been plotted in Figure 1.
Then the area of the stability region of the corresponding EGLMG with d = 2
is approximately 19.78. This region has been plotted in Figure 2. To compare,
we have also plotted the stability region of explicit Runge–Kutta method of
order 2

0 0 0
1 1 0

0.5 0.5
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combined with Gregory quadrature rule with d = 2 (ERKG2).

I
m
(z
)

Re(z)
0−1−2−3−4−5

0

0.4

0.8

1.2

1.6

Figure 1. Region of absolute stability of the constructed DIMSIM without RKS property
for p = q = r = s = 2.

η

ξ
0−1−2−3−4−5−6
−15

−12

−9

−6

−3

0

Figure 2. The absolute stability region of the EGLMG for p = q = r = s = d = 2
(solid-line) together with that of ERKG2 (dotted-line).

3.2 Methods of order 3

In this subsection, we construct DIMSIMs of type 1 with p = q = r = s=3
and c = [0 1

3
2
3 ]

T . By the order conditions (1.4), we obtain a five-parameter
family of the methods depending on the parameters a21, a31, a32, v1, and v2.
The construction of DIMSIM with RKS property leads to

a21 = 0.364579395708913, v1 = 0.278913079293709,

a31 = −1.340524014973630, v2 = −1.130081668799246,

a32 = 0.891259309962354.

Also, searching for these free parameters to construct DIMSIM with a maxi-
mum stability region leads to DIMSIM with the following coefficients matrices

A =




0 0 0
0.427348649099458 0 0
0.403774175393196 0.416387121220301 0


 ,

B =




0.414277043879229 0.259957591597852 0.493084210189841

0.625817283668660 −0.235774238881552 0.683260485113690

0.872452615936241 −0.753178468015707 0.894550067799558


 ,
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v =
[

0.459033630195495 − 1.417020590789537 1.957986960594042
]T

.

The stability regions of the constructed DIMSIMs with and without RKS prop-
erty have been plotted in Figure 3. Then the area of the stability region of the
corresponding EGLMG with d = 3 is approximately 48.15. This area, as it
can be seen in Figure 4, is much larger than that based on DIMSIM with RKS
property. Also, to compare, we have plotted the stability region of explicit
Runge–Kutta method of order 3

0 0 0 0
1
2

1
2 0 0

1 −1 2 0
1
6

2
3

1
6

combined with Gregory quadrature rule with d = 3 (ERKG3).

I
m
(z
)

Re(z)
0−1−2−3−4−5−6

0

0.5

1

1.5

2

2.5

Figure 3. Regions of absolute stability of the constructed DIMSIMs with (dashed-line)
and without (solid-line) RKS property for p = q = r = s = 3.

η

ξ
0−1−2−3−4−5−6
−15

−12

−9

−6

−3

0

Figure 4. The absolute stability region of the EGLMG based on DIMSIM with
(dashed-line) and without (solid-line) RKS property for p = q = r = s = d = 3 together

with that of ERKG3 (dotted-line).

3.3 Methods of order 4

In this subsection, we construct DIMSIMs of type 1 with p = q = r = s = 4 and
c = [0 1

4
2
4

3
4 ]

T . By the order conditions (1.4), we obtain a nine-parameter

Math. Model. Anal., 24(4):478–493, 2019.
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family of the methods depending on the parameters a21, a31, a32, a41, a42, a43,
v1, v2, and v3. The construction of DIMSIM with RKS property leads to

a21 = −0.918469950042997, v1 = −0.310385932460329,

a31 = 1.891928646383971, v2 = 1.511553585168678,

a32 = −0.204196152762772, v3 = −2.910769407345565,

a41 = 2.063950266436812, a42 = −0.724353911408417,

a43 = 0.559756779666624,

Again, searching for these free parameters to construct DIMSIM with a maxi-
mum stability region leads to DIMSIM with the following coefficients matrices

A =











0 0 0 0

0.217726256805536 0 0 0

−0.312422961871620 0.445993427959222 0 0

−0.462182301094931 0.369893002597912 0.362246549335681 0











,

B =











−0.72716469319 0.82959968202 −0.21857408420 0.53925480109

−1.08235510305 2.15661132146 −1.96429987670 1.34543310720

−1.50561394323 3.72272344345 −4.08990996292 2.66234570232

−1.99355949054 5.37030807134 −6.01146311871 3.53787299278











,

v =
[

0.15584949591 − 0.32630377439 − 0.22486159584 1.39531587433
]

T

.

The stability regions of the constructed DIMSIMs with and without RKS
property have been plotted in Figure 5. Then the area of the stability region
of the corresponding EGLMG with d = 4 is approximately 45.44 which is, as
shown in Figure 6, much larger than that of the method based on DIMSIM
with RKS property. To compare, we have also plotted the stability region of
explicit Runge–Kutta method of order 4

0 0 0 0 0
1
2

1
2 0 0 0

1
2 0 1

2 0 0

1 0 0 1 0
1
6

1
3

1
3

1
6

combined with Gregory quadrature rule with d = 4 (ERKG4).

4 Numerical verifications

In this section, we present numerical results showing the efficiency and accu-
racy of the constructed EGLMG, validating the order of these methods in the
integration of nonstiff VIDEs, and comparing the results with those of implicit
GLMG proposed in [31]. In our implementation, we use the starting procedure
proposed in [31] to compute the necessary starting values which we recall it here:

the starting vector y[1] can be computed by the values Y
[1]
i , i = 2, 3, . . . , s, and
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I
m
(z
)

Re(z)
0−1−2−3−4−5−6

0

0.5

1

1.5

2

2.5

3

Figure 5. Regions of absolute stability of the constructed DIMSIMs with (dashed-line)
and without (solid-line) RKS property for p = q = r = s = 4.

η

ξ
0−1−2−3−4−5−6
−15

−12

−9

−6

−3

0

Figure 6. The absolute stability region of the EGLMG based on DIMSIM with
(dashed-line) and without (solid-line) RKS property for p = q = r = s = d = 4 together

with that of ERKG4 (dotted-line).

y1 which should be obtained simultaneously to be of the same order of the
method. These values can be computed as





s∑

j=1

âijY
[1]
j + âi,s+1y1 = hf(t0 + cih, Y

[1]
i , Z

[1]
i ), i = 2, 3, . . . , s,

s∑

j=1

âs+1,jY
[1]
j + âs+1,s+1y1 = hf(t1, y1, Z

[1]),

where

Z
[1]
i =h

s∑

j=1

b̂ijK(t0+cih, t0+cjh, Y
[1]
j )+hb̂i,s+1K(t0+cih, t1, y1), i = 2, 3, . . . , s,

Z [1] = h

s∑

j=1

b̂s+1,jK(t1, t0 + cjh, Y
[1]
j ) + hb̂s+1,s+1K(t1, t1, y1).

The values for the coefficients âij , for i = 2, 3, . . . , s+ 1 and j = 1, 2, . . . , s+ 1
are given in [31]. Then y[1] is computed by

y[1] =
(
QT−1 ⊗ Im

)[
Y1 Y2 · · · Ys y1

]T
,

Math. Model. Anal., 24(4):478–493, 2019.
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where Q = [ q0 q1 · · · qs ] and T = [ti,j ] is an (s+1)× (s+1) matrix given
by

ti,j =





(ci − 1)j−1

(j − 1)!
, i 6= s+ 1,

δ1j , i = s+ 1,

where δ1j denotes the Kronecker delta.

To show the effect of the stability region of the methods, we consider the
linear VIDE [20]





y′(t) = γ
(
y(t)− sin(t)

)
+ 1−

∫ t

0

y(s)ds, t ∈ [0, 10],

y(0) = 0,

(4.1)

with γ < 0 and exact solution y(t) = sin(t). This problem is equivalent to a
system of ODEs of Prothero-Robinson type with eigenvalues γ1, γ2 in which
|γ1|
|γ2|

= O(γ2) is the stiffness ratio. We applied EGLMG of order three with

and without RKS property on this problem for γ = −20 with fixed stepsizes
h1 = 0.2 and h2 = 0.1. Considering the absolute stability regions in Figure 4,
(−20h1,−h2

1) lies outside of the stability region for EGLMG with RKS while it
lies inside of this region for EGLMG without RKS. However, (−20h2,−h2

2) lies
inside of the stability region for both of them. In Figure 7, we have plotted the
error of the methods over whole of the interval with different stepsizes h1 and
h2. In comparison EGLMG with and without RKS property, as we expect, for
h = h1, the results show that the absolute instability of the former manifests
itself in the form of a violently growing error, whereas the latter remains stable
and accurate.
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Figure 7. Errors versus t for EGLMG of order 3 applied to problem (4.1) for fixed
stepsizes h1 = 0.2 (left) and h2 = 0.1 (right).

To illustrate the accuracy of the proposed methods, we apply them to the
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linear VIDE [4, 27, 29, 36]





y′(t) = 1 + 2t− y(t) +

∫ t

0

t(1 + 2t)es(t−s)y(s)ds, t ∈ [0, 1],

y(0) = 1,

(4.2)

with the exact solution y(t) = et
2

. We have implemented the methods with
a fixed stepsize h = 1

2k
with several integer values of k. Table 1 shows the

errors eN (h) at the endpoint of the interval of integration, and the numerical
estimation for the order of convergence of the methods computed by p :=
log2

(
eN(h)/eN (h/2)

)
. The results show the high accuracy of the methods and

confirm their theoretical orders.

Table 1. Numerical results of EGLMG without RKS property of orders 2, 3, and 4 for
problem (4.2).

k
Order 2 method Order 3 method Order 4 method

eN (h) p eN (h) p eN (h) p

4 1.02 × 10−2 5.49× 10−4 2.24× 10−5

5 2.74 × 10−3 1.89 7.51× 10−5 2.87 1.58× 10−6 3.83

6 7.10 × 10−4 1.95 9.83× 10−6 2.93 1.05× 10−7 3.91

7 1.81 × 10−4 1.97 1.26× 10−6 2.97 6.75× 10−9 3.96

8 4.56 × 10−5 1.99 1.59× 10−7 2.98 4.29× 10−10 3.98

9 1.15 × 10−5 1.99 2.00× 10−8 2.99 2.70× 10−11 3.99

Next we consider the nonlinear VIDE [9, 34, 37]





y′(t) = −
1 + t(1 + t)2

(1 + t)2
+

1

y(t)
ln
(2 + 2t

2 + t

)
+

∫ t

0

ds

1 + (1 + t)y(s)
, t ∈ [0, 10],

y(0) = 1,
(4.3)

with the exact solution y(t) = 1
1+t

. In Table 2, we have repeated the numerical
results reported in Table 1 but now for example (4.3). The results in this table
show that the errors decrease with the expected orders 2, 3, and 4.

As the last problem, we consider





y′(t) = 1− te−t2 + y(t)− 2

∫ t

0

tse−y(s)2ds, t ∈ [0, 10],

y(0) = 0,

(4.4)

with the exact solution y(t) = t. In Figure 8, we have compared the results of
(implicit) GLMG given in [31] and (explicit) EGLMG constructed in Section
3 of orders 3 and 4. In this figure, we have plotted the number of kernel
evaluations versus the accuracy of the methods. Although this figure shows a
small improvement of proposed explicit methods comparing with the implicit

Math. Model. Anal., 24(4):478–493, 2019.
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Table 2. Numerical results of EGLMG without RKS property of orders 2, 3, and 4 for
problem (4.3).

k
Order 2 method Order 3 method Order 4 method

eN (h) p eN (h) p eN (h) p

4 1.56 × 10−6 6.18× 10−8 2.90 × 10−9

5 4.05 × 10−7 1.95 8.51× 10−9 2.86 2.02× 10−10 3.84

6 2.64 × 10−8 1.96 1.12× 10−9 2.93 1.34× 10−11 3.92

7 2.64 × 10−8 1.98 1.43× 10−10 2.96 8.59× 10−13 3.96

8 6.64 × 10−9 1.99 1.81× 10−11 2.98 5.44× 10−14 3.98

9 1.67 × 10−9 1.99 2.28× 10−12 2.99 3.43× 10−15 3.99

ones, considering the required number of Jacobian evaluations together with the
solving linear systems, the proposed methods outperform the implicit GLMG
for nonstiff problems for more stringent tolerances.
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Figure 8. The number of kernel evaluations versus global error at the end point T = 10
for problem (4.4).

5 Conclusions

To construct explicit algorithm for the numerical solution of VIDEs, we com-
bined ODE solver DIMSIMs of type 1 with Gregory quadrature rule which
was referred to EGLMG. This method, indeed, is actually the explicit form
of GLMG introduced in [31]. Methods of this class of order 2 without RKS
property and of orders 3 and 4 in both cases with and without RKS prop-
erty were constructed. Using the free parameters in the methods without RKS
property, we constructed methods with a large region of absolute stability re-
gions which can successfully solve VIDEs with large stepsizes than those with
RKS property of the same order. Theoretical results, efficiency and accuracy
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of the constructed methods were verified by some numerical experiments. Fur-
thermore, comparing with implicit GLMG, the results confirmed that EGLMG
could be more efficient for nonstiff VIDEs.
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