
Mathematical Modelling and Analysis www.tandf.co.uk/journals/TMMA

Volume 16 Number 2, June 2011, 220–232 Publisher: Taylor&Francis and VGTU

Doi:10.3846/13926292.2011.578677 Online ISSN: 1648-3510

c©Vilnius Gediminas Technical University, 2011 Print ISSN: 1392-6292

Method of Lines and Finite Difference Schemes

with the Exact Spectrum for Solution the

Hyperbolic Heat Conduction Equation∗

Harijs Kalisa,b and Andris Buikisa,b

aInstitute of Mathematics and Computer Science, University of Latvia
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Abstract. This paper is concerning with the 1-D initial–boundary value problem
for the hyperbolic heat conduction equation. Numerical solutions are obtained using
two discretizations methods – the finite difference scheme (FDS) and the difference
scheme with the exact spectrum (FDSES). Hyperbolic heat conduction problem with
boundary conditions of the third kind is solved by the spectral method. Method of
lines and the Fourier method are considered for the time discretization.

Finite difference schemes with central difference and exact spectrum are analyzed.
A novel method for solving the discrete spectral problem is used. Special matrix
with orthonormal eigenvectors is formed. Numerical results are obtained for steel
quenching problem in the plate and in the sphere with holes. The hyperbolic heat
conduction problem in the sphere with holes is reduced to the problem in the plate.
Some examples and numerical results for two typical problems related to hyperbolic
heat conduction equation are presented.
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1 Introduction

Problems involving the hyperbolic heat conduction equation arise in modelling
intensive steel quenching, laser pulse duration and other processes [2, 4]. This
paper is concerning with the corresponding 1-D initial–boundary value prob-
lem. Analytical and numerical solutions are obtained using the finite difference
scheme (FDS) and a difference scheme with the exact spectrum (FDSES) [5].
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Finite Difference Schemes with the Exact Spectrum 221

The second order differential operator in space is approximated by a second-
order FDS on the uniform grid. We employ the method of lines for the dis-
cretization in time and solve the corresponding equations by continuous and
discrete Fourier methods. The discrete spectral method leads to a transcendent
equation for the eigenvalues of the FDS. We derive a new transcendent equation
to compute the two largest eigenvalues and the corresponding eigenvectors.

We find that the number of distinct eigenvalues depends on a special pa-
rameter Q = Lσ1σ2/(σ1 + σ2), where σ1, σ2 are the heat transfer coefficients
in the boundary conditions and L is the length of the interval.

We define the difference scheme with the exact spectrum (FDSES) as fol-
lows. Using the eigenvalues D and eigenvectors P of the finite difference matrix
A, we write the Jordan form of the matrix A = PDPT and replace the discrete
eigenvalues on the diagonal of D with the first eigenvalues of the differential
operator.

Some applications are presented in Section 6. Two problems for the hyper-
bolic heat conduction equation are considered, featuring boundary conditions
of the first kind and of the third kind. Spectral problems for the difference
and differential operators are solved. We also present analytical and numerical
results for four related problems: boundary value problems for ordinary dif-
ferential equations (arising in the stationary case) and initial–boundary value
problems for the standard heat transfer process, wave and hyperbolic heat con-
duction equations. The advantages of the FDSES method for the case of the
first kind boundary conditions are demonstrated by comparison with FDS for
several numerical examples. Some examples and numerical experiments are
presented. Numerical solutions in the time for these problems are obtained by
the MATLAB solver “ode15s”.

2 Mathematical Models

We consider the following 1-D hyperbolic heat conduction problem in a plate:























τ
∂2T (x, t)

∂t2
+

∂T (x, t)

∂t
=

∂

∂x

(

k̄
∂T (x, t)

∂x

)

+ f(x, t), x ∈ (0, L), t ∈ (0, tf ),

∂T (0, t)

∂x
− α0(T (0, t)− Tl) = 0,

∂T (L, t)

∂x
+ α1(T (L, t)− Tr) = 0, t ∈ (0, tf ),

T (x, 0) = T0(x),
∂T (x,0)

∂t
= V0(x), x ∈ (0, L),

(2.1)
where k̄ is the heat conductivity, tf is the final time, τ is the relaxation time
(τ < 1), Tl, Tr, T0(x), f(x, t) are given temperatures and a source function,
α0, α1 are the heat transfer coefficients (for boundary conditions of the first
kind α0 = α1 = ∞).

In a sphere with a hole defined in the spherical coordinates by 0 < r0 < r <
R, assuming radial symmetry, with homogeneous boundary conditions (BC)
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we obtain the following 1-D hyperbolic heat conduction problem:



























τ
∂2T (r, t)

∂t2
+

∂T (r, t)

∂t
=

k̄

r

∂2(rT (r, t))

∂r2
+ f(r, t), r ∈ (r0, R), t ∈ (0, tf ),

∂T (r0, t)

∂r
− α0T (r0, t) = 0,

∂T (R, t)

∂r
+ α1T (R, t) = 0, t ∈ (0, tf),

T (r, 0) = T0(r),
∂T (r, 0)

∂t
= V0(r), r ∈ (r0, R),

(2.2)
where r is the polar radius, R, r0 are the radius of the sphere and hole. The
transformation V = Tr, x = r − r0 reduces the problem (2.2) to the following
hyperbolic heat conduction problem in the plate:


























τ
∂2V (x, t)

∂t2
+

∂V (x, t)

∂t
=

∂

∂x

(

k̄
∂V (x, t)

∂x

)

+ f(x+ r0, t), x ∈ (0, L), t ∈ (0, tf ),

∂V (0, t)

∂x
− σ1V (0, t) = 0,

∂V (L, t)

∂x
+ σ2V (L, t) = 0, t ∈ (0, tf ),

V (x, 0) = T0(x+ r0)(x+ r0),
∂V (x, 0)

∂t
= V0(x+ r0)(x+ r0), x ∈ (0, L)

(2.3)
where σ1 = α0 + 1/r0, σ2 = α1 − 1/R ≥ 0, T (r, t) = V (x+ r0, t)/(x+ r0),
L = R − r0. In the case of a sphere (r0 → 0) the first boundary condition is

V (0, t) = 0 or σ1 = ∞ and T (0, t) = ∂V (0,t)
∂x

.

3 Solution of the Problem (2.1) with Homogeneous BC

of the First Kind

If the surrounding temperature Tl, Tr in (2.1) is constant and α0 = α1 = ∞
then using the transformation

V (x, t) = T (x, t)− Th(x), Th(x) = (xTr + (L− x)Tl)/L

we obtain a problem with homogeneous BCs of the first kind and V (x, 0) =
V 0(x) = T0(x)− Th(x).

We consider the uniform grid in the space xk = kh, k = 0, N , Nh = L.
Using the standard finite difference approximation for partial derivatives of
the second order with respect to x, we obtain an initial value problem for the
system of ordinary differential equations (ODEs) of the second order:

{

τÜ (t) + U̇(t) + k̄AU(t) = F (t),

U(0) = U0, U̇(0) = V0,
(3.1)

whereA is the standard 3-diagonal matrix of orderM = N−1 with the elements
4
h2 {−1; 2;−1}, U(t), U̇(t), Ü(t), U0, V0, F (t) are the column-vectors of order

M with the elements uk(t) ≈ V (xk, t), u̇k(t) ≈ ∂V (xk,t)
∂t

, ük(t) ≈ ∂2V (xk,t)
∂t2

,

uk(0) = V (xk, 0), vk(0) = V0(xk), f(xk, t), k = 1,M.
The corresponding discrete spectral problem

Apk = µkp
k, k = 1, . . . ,M
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has the following solution [6]: eigenvalues µk = 4
h2 sin

2 kπ
2N and the orthonormal

eigenvectors pk with elements pki =
√

2
N
sin πik

N
, i, k = 1,M.

From the spectral problem AP = PD it follows that the matrix A is rep-
resented in the form A = PDP, where P = P−1 is the symmetric orthogonal
matrix with the columns being the eigenvectors of A, elementwise pi,k = pki ,
i, k = 1,M, and D is the diagonal matrix with the elements dk,k = µk,
k = 1,M.

The solution of the spectral problem for the corresponding continuous (dif-
ferential) problem

−p′′(x) = λp(x), p(0) = p(L) = 0

is pk(x) =
√

2
L
sin kπx

L
, λk = (kπ

L
)2, (pk, pm) =

∫ L

0 pk(x)pm(x) dx = δk,m,

where δk,m is the Kronecker delta. For the discrete problem the integral in the
scalar product (pk, pm) is approximated by the trapezoidal formula.

The difference scheme with the exact spectrum (FDSES) is obtained by
replacing A with Ã = PD̃P , where D̃ is the diagonal matrix with the first M

eigenvalues λk of the differential operator (− ∂2

∂x2 ) as elements, i.e. d̃k,k = λk.

Note that Ã is a full matrix.
The FDSES method is more stable than the method of finite difference

approximation with central difference (FDS), because the eigenvalues are larger
λk > µk. We can construct analytical solutions of (3.1) using the spectral
representation of matrix A in the form A = PDP. The transformationW = PU
decouples the system of ODEs

{

τẄ (t) + Ẇ (t) + k̄DW (t) = G(t),

W (0) = PU0, Ẇ (0) = PV0,
(3.2)

where W (t), Ẇ (t), Ẅ (t), W0, Ẇ (0), G(t) = PF (t) are the column-vectors of
order M with the elements wk(t), ẇk(t), ẅk(t), wk(0), ẇk(0), gk(t), k = 1,M.
The solution of this system is given by

wk(t) = exp(−0.5t/τ)

[

sinh(κkt)

κk

(ẇk(0) + 0.5wk(0)/τ) + cosh(κkt)wk(0)

]

+
1

κkτ

∫ t

0

exp
(

−
0.5

τ
(t− ξ)

)

sinh(κk(t− ξ))gk(ξ) dξ, (3.3)

where κk =
√

0.25/τ2 − k̄dk/τ. If 4k̄dkτ > 1, then the hyperbolic functions are

replaced with the trigonometrical and the parameter κk with
√

k̄dk/τ−0.25/τ2.
If κk = 0, then we have

wk(t) = exp(−0.5t/τ)[t(ẇk(0) + 0.5wk(0)/τ) + wk(0)]

+
1

τ

∫ t

0

exp
(

−
0.5

τ
(t− ξ)

)

(t− ξ)gk(ξ) dξ.

We can also construct analytical solutions by using the Fourier method
in the following form: V (x, t) =

∑∞

k=1 wk(t)pk(x), where pk(x) are the or-
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thonormal eigenfunctions for the differential operator (− ∂2

∂x2 ) with homoge-
neous boundary conditions, wk(t) is the solution of (3.3), with

wk(0) = (V 0, pk), ẇk(0) = (V0, pk), gk(t) = (F (t), pk.

For a given function q(x) ∈ Cn[0, L] the Fourier coefficients bk can be estimated
as bk = (q, pk) = O(k−n−1), k → ∞. Then for the discrete expressions

q(xi) =

M
∑

k=1

akpk(xi), i = 1, . . . ,M, pjN (xi) = 0, j = 1, 2, 3, . . . ,

ak = [q, pk] = h

M
∑

i=1

q(xi)pk(xi), [pk, pm] = δk,m

it follows that q(xi) =
∑∞

k=1 bkpk(xi),

am = [q, pm] =

∞
∑

k=1

bk[pk, pm]

= bm +
∞
∑

k=N+1

bk[pk, pm] = bm +
∞
∑

j=1

bjN+m, 1 ≤ m ≤ M.

Then am − bm =
∑∞

j=1 bjN+m = O((N +m)−n), m = 1,M , N → ∞.

From µk → λk(k → ∞) it follows that for differentiable functions V 0(x),
V0(x), f(x, t) we have the convergence of the coefficients wk(0), ẇk(0), gk(t)
(3.3) and wk(t) to the Fourier coefficients for every time moment t as N → ∞.
If dk = λk, then am = bm, m = 1, . . . ,M.

4 The Spectral Problems for Solving (2.3)

From (2.3) we obtain the initial value problem for the system of ODEs of the
second order in the matrix form (3.1), where A is the 3-diagonal matrix of the
order M = N + 1 in the form

A =
1

h2













2 + 2hσ1 −2 0 . . . 0 0 0
−1 2 −1 . . . 0 0 0
. . . . . . . . . . . . . . . . . .

0 0 0 . . . −1 2 −1
0 0 0 . . . 0 −2 2 + 2hσ2













.

The 3-diagonal matrix A can be represented by the difference operator [6]

Ay =











−2(y1 − y0)/h
2 + 2σ1y0/h, k = 0,

−(yk+1 − 2yk + yk−1)/h
2, k = 1, . . . , N − 1,

−2(yN−1 − yN )/h2 + 2σ2yN/h, k = N.

Using the scalar product of two vectors [y1, y2] = h(
∑N−1

k=1 y1ky
2
k + 0.5(y10y

2
0 +

y1Ny2N)) it can be proved, that the operator A is symmetric and [Ay, y] ≥ 0 [6].
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The solution of the corresponding spectral problem

−y′′(x) = λ2y(x), x ∈ (0, L), y′(0)− σ1y(0) = 0, y′(L) + σ2y(L) = 0,

can be given in the following form:







yn(x) = C−1
n

(

λn cos(λnx) + σ1 sin(λnx)
)

,

C2
n = 0.5

(

L(λ2
n + σ2

1) +
σ2(λ

2
n + σ2

1)

λ2
n + σ2

2

+ σ1

)

,

where (yn, ym) =
∫ L

0
yn(x)ym(x) dx = δn,m and λn are the positive roots of the

transcendental equation:

cot(λnL) =
λn

σ1 + σ2
−

σ1σ2

λn(σ1 + σ2)
, n = 1, 2, 3, . . . .

The discrete spectral problem Ayn=µny
n, n=1, . . . , N+1 has the solution [6]











ynj = C−1
n

( sin(pnh)

h
cos(pnxj) + σ1 sin(pnxj)

)

, j = 0, . . . , N,

µn =
4

h2
sin2(pnh/2),

(4.1)

where pn are the positive roots of the following transcendental equation

cot(pnL) =
sin2(pnh)− h2σ1σ2

h(σ1 + σ2) sin(pnh)
, n = 1, N + 1. (4.2)

The constants C2
n = [yn, yn] can be obtained in the following form

C2
n = 0.5L(σ2

1 +
sin2(pnh)

h2
) +

sin(2pnL) sin(2pnh)

8h
− σ2

1

h sin(2pnL) cos(pnh)

4 sin(pnh)

+ σ1 sin
2(pnL) cos(pnh).

In the limit case it follows that µn → λ2
n as h → 0.

The experiments with MATLAB (the spectral problem is solved with MAT-
LAB solver “eig”) show that the first roots pn, n = N − 1 belong to the interval
((n− 1)π, nπ), µn ≤ 4

h2 and can be obtained from (4.2), but the two last roots
pN , pN+1 can not be obtained from this transcendental equation (µn ≥ 4

h2 ,
n = N,N + 1). In this case special solutions with µ ≥ 4

h2 can be obtained in

the form µ = 4
h2 cosh

2 ph
2 . Then yj = (−1)j[C1 sinh(pxj) + C2 cosh(pxj)]. The

constants C1, C2 are determined from the difference equations by j = 0, j = N
and the values pN , pN+1 are obtained from the new transcendental equation.
Depending on the fixed parameter Q = Lσ1σ2/(σ1 + σ2) we can obtain one
(Q < 1) or two (Q ≥ 1) roots from the following transcendental equation:

coth(pnL) =
sinh2(pnh) + h2σ1σ2

h(σ1 + σ2) sinh(pnh)
, n = N,N + 1.

The expression Q = 1 is obtained from this equation in the limit case when
pn → 0.

Math. Model. Anal., 16(2):220–232, 2011.



226 H. Kalis and A. Buikis

The corresponding eigenvalues and orthonormal eigenvectors are










ynj = C−1
n (−1)j

( sinh(pnh)

h
cosh(pnxj)− σ1 sinh(pnxj)

)

, j = 0, N,

µn =
4

h2
cosh2(pnh/2).

The constants C2
n in this case are given by















C2
n = 0.5L

(

− σ2
1 +

sinh2(pnh)

h2

)

+
sinh(2pnL) sinh(2pnh)

8h

+ σ2
1

h sinh(2pnL) cosh(pnh)

4 sinh(pnh)
− σ1 sinh

2(pnL) cosh(pnh).

Then we have the orthonormal eigenvectors yn, ym for all n,m = 1, N + 1.
For Q = 1 the single eigenvalue is µN = 4/h2, (pN = 0) and the corre-

sponding components yNj of the orthonormal eigenvector yN are obtained as

the limit (pN → 0) of the expression yNj /CN in the following form:

yNj = (−1)j(1− σ1xj)
√

6h/(6L+ 2σ2
1L

3 + Lσ2
1h

2 − 6σ1L2), j = 0, N.

The spectral problem for σ1 = 0, σ2 = α has the solution

ynj =
cos(pnxj)

Cn

, C2
n =

1

2

(

L+
h

2

sin(2pnL)

tan(pnh)

)

, µn =
4

h2
sin2(pnh/2),

where pn are the positive roots of the following transcendental equation:

tan(pnL) sin(pnh)/h = α, n = 1, . . . , N.

For n = N + 1 we have a special solution of the spectral problem

ynj =
cosh(pnxj)

Cn

, C2
n =

1

2

(

L+
h

2

sinh(2pnL)

tanh(pnh)

)

, µn =
4

h2
cosh2(pnh/2),

where pn is the positive root of the new transcendental equation

tanh(pnL) sinh(pnh)/h = α.

Then we have orthonormal eigenvectors yn, ym, where the discrete scalar prod-
uct is defines as [yn, ym] = δn,m for all n,m = 1, . . . , N + 1.

The solution of the corresponding spectral problem for the differential equa-
tion

−y′′(x) = λ2y(x), x ∈ (0, L), y′(0) = 0, y′(L) + αy(L) = 0,

is given in following form

yn(x) =
cos(λnx)

Cn

, C2
n =

1

2

(

L+ 0.5 sin(2λn)/λn

)

=
1

2

(

L+
α

α2 + λ2
n

)

,

where (yn, ym) =
∫ L

0 yn(x)ym(x) dx = δn,m and λn are the positive roots of the
transcendental equation tan(λnL)λn = α, n = 1, 2, 3, . . .. In the scalar product
[yn, ym] the integral (yn, ym) is approximated using the trapezoidal formula. In
the limit case, as h → 0, we have pn → λn for n = 1, . . . , N.
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5 The Solution of the Problem (2.1) with Homogeneous

BC of the Third Kind

Similarly we obtain from (2.1) for Tl = Tr = 0 the initial value problem for the
system of ODEs (3.1), where the order of column-vectors is M = N + 1. The
matrix A can be represented in the form A = PDPT , where the columns of
the matrix P and the diagonal matrix D contain M orthonormal eigenvectors
yn and eigenvalues µn, n = 1,M. From PTP = E it follows that P−1 = PT .

We can also use the Fourier method in the form T (x, t)=
∑∞

k=1wk(t)yk(x),
where yk(x) are the orthonormal eigenfunctions, wk(t) is the solution (3.3),
with wk(0) = (T0, yk), ẇk(0) = (V0, yk), gk(t) = (F (t), yk).

For the FDSES the matrix A is represented in the form A = PDPT , where
the diagonal matrix D contains the first M eigenvalues dn = λ2

n, n = 1, . . . ,M

of the differential operator (− ∂2

∂x2 ) respectively.
It is possible to replace the column of the matrix P with the first eigen-

functions ynj = yn(xj), n, j = 1,M of the continuous problem. Then the
eigenvectors (yn, ym) or column-vectors of the matrix P is not orthogonal in
the discrete scalar product [yn, ym] (PTP 6= E) and the analytic form (3.3) is
not valid.

If the heat conductivity k̄(x) is a functions of x then we can obtain the
discrete eigenvectors and eigenvalues using the MATLAB operator [P,D] =
eig(A), where A is the matrix of the difference operator with second order ap-
proximation. The orthogonal eigenvectors pn should be normalized with respect
to the scalar product

√

[yn, yn]. The eigenvalues of the differential problem can
be obtained with the MATLAB solver “bvp4”. However, this algorithm is of
high computational complexity.

The FDSES method performs well for nonlinear problems, when the diffu-

sion term in (2.1) is given in the form ∂2

∂x2φ(T ). Then for dφ(T )
dT

= k̄(x, t):

∂2

∂x2
φ(T ) =

∂

∂x

(

k̄(x, t)
∂T (x, t)

∂x

)

.

In this case from (3.1) we have the nonlinear system of ODEs with the term
Aφ(U), where φ(U) = (φ(u1(t)), φ(u2(t)), . . . , φ(uM (t)))T , A = PDPT . The
nonlinear heat transfer equation with power functions φ(T ) is considered in [3].

Similarly we can consider the analytical solutions of (3.1) using the spectral
representation of matrix A in the form A = PDPT . From the transformation
W = PTU we obtain the decoupled system of ODEs (3.2), where W (0) =
PTU0, Ẇ (0) = PTV0, G(t) = PTF (t) are the column-vectors of N + 1 order.
The solution of this system is given in the form (3.3). In this case, in order
to compute the scalar product the first and last components of vectors U0,
V0, F (t) are divided by

√
2, but w1(t), wN+1(t) need to be multiplied by

√
2.

Similarly we can consider the analytical solutions of (2.3).

6 Some Examples and Numerical Results

Boundary value problems for ODE with the homogeneous BC of the
first kind (stationary problem). In the stationary case from (2.1) (k̄ = 1)

Math. Model. Anal., 16(2):220–232, 2011.
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we have the boundary value problem with BCs of the first kind

−V ′′(x) = f(x), x ∈ (0, L), V (0) = V (L) = 0.

Then from (3.1) we have a system of linear algebraic equations AU = F, where
U, F are the column-vectors with the elements uk ≈ V (xk), fk = f(xk), k =
1,M , M = N − 1. Using the transformation W = PU or U = PW we can
decouple system (3.2) into the form DW = G, (G = PF ) with the solution

wk = gk/dk, where gk = (Pf)k =
∑M

j=1 pk,jfj . Therefore U = PD−1PF or

ui =

M
∑

k=1

pi,kwk =
∑

k,j

pi,k
dk

pk,jfj, i = 1, . . . ,M.

We obtain FDS method by setting dk = µk and FDSES method by dk =
λk. For the Fourier method V (x) =

∑∞

k=1 wkpk(x), where wk = gk/dk, gk =

(pk, f) =
∫ L

0
pk(x)f(x) dx. If f(x) =

∑K
k=1 ak sin

πkx
L

, K ≤ M , then FDSES
and Fourier method with M at least summands are exact methods, but FDS
is a method of the second order approximation. In this case the solution is
V (x) =

∑K

k=1
ak

dk

sin πkx
L

. By K = 1, L = 10 the calculations with FDS using

MATLAB give the following results for the maximal error: 0.5376 (N = 5),
0.1873 (N = 10), 0.06596 (N = 20).

If f(x) = sin πx
L

+ x
L
(1− x

L
) then V (x) = (L

π
)2 sin πx

L
− x3

6L + x4

12L2 +
xL
12 and

we have the following errors: for FDS 0.6735 (N = 5), 0.2353 (N = 10), for
FDSES 0.0029 (N = 5), 0.0003 (N = 10).

Boundary value problems for ODE with the homogeneous BC of
the third kind. For finite value σ1 > 0, σ2 > 0 we consider the following
stationary problem for ODEs:

−T ′′(x) = f(x), x ∈ (0, L), T ′(0)− σ1T (0) = 0, T ′(L) + σ2T (L) = 0.

The boundary value problem is solved by f(x) = 12x2C0 + σ1 sin(x), C0 =
(σ1 cos(L)+σ1σ2 sinL+σ2)/(4L

3+σ2L
4). The exact solution of the differential

problem is u(x) = −x4C0 + 1 + σ1 sin(x).
The solution of the problem is obtained with MATLAB in the form U =

A−1F or U = PD−1PTF, where D−1 is the diagonal matrix with elements
d−1
k , k = 1,M , M = N +1. In this case the first and last components of vector

F are divided with
√
2, but elements of the solution vector U u1, uN+1 are

multiplied by
√
2. In the Table 1 we can see the last eigenvalues pN , pN+1, µN ,

µN+1 obtained from (4.1), (4.2) and the maximum norm of the error of the
finite difference scheme (δ(FDS )) and FDSES (δ(FDSES )).

Linear heat transfer equation. The analytical solution of the heat transfer
problem (2.1) with k̄ = L = 1, Tl = Tr = f = τ = 0, T0 = 1, α0 = α1 = ∞
(the first kind homogeneous BC) with discontinuous initial and boundary data
can be obtained from the following Fourier series:

T (x, t) =
4

π

∞
∑

i=0

1

2i+ 1
exp(−(2i+ 1)2π2t) sin((2i+ 1)πx).
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Table 1. The values of σ1, σ2, N , L, δ(FDS ), δ(FDSES ), pN , µN , pN+1, µN+1.

σ1 σ2 N L δ(FDS ) δ(FDSES ) pN µN pN+1 µN+1

2 0.1 10 11.0 0.4795 0.1788 0.037 3.3072 1.3906 5.6473
2 0.1 20 11.0 0.1582 0.0525 0.037 13.225 1.7297 16.440
2 0.1 15 11.0 0.2484 0.0856 0.037 7.4394 1.6038 10.321
1 2.0 10 2.0 0.0099 0.0054 0.840 100.70 1.950 103.87
1 2.0 15 2.0 0.0052 0.0027 0.840 225.71 1.950 228.95
1 2.0 30 2.0 0.0018 0.0009 0.840 900.70 1.950 904.00
1 2.0 60 2.0 0.0006 0.0003 0.840 3600.7 1.950 3604.0
0 1.0 10 2.0 0.0053 0.0036 14.48 98.500 1.030 101.06

The corresponding solution of (3.1) with FDS is given in the form U(t) =
P exp(Dt)PU0, where U0 is the column vector with ones, the diagonal matrix
D contains the discrete eigenvalues µk, k = 1, . . . , N − 1. For the FDSES the
elements of matrix D are replaced with the first N − 1 eigenvalues λk of the
differential operator. The maximal error for t = 0.02, N = 10 is 0.089 for FDS
and 0.0102 for FDSES. The results obtained with the Fourier series contain
oscillations near x = 0, x = L due to the Gibbs phenomenon. For the FDSES
method these oscillations are damped.
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Figure 1. FDS solution depending on x

for N = 40, t = 0.2.
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Figure 2. FDSES solution depending on x

for N = 40, t = 0.2.

Linear wave equation. For numerical calculation we consider the test prob-

lem for the standard wave equation (2.1) when the parabolic term ∂T (x,t)
∂t

is
excluded from the equation. The following data and parameters are used in
computations: τ = 1, α0 = α1 = ∞, Tl = 1, Tr = 0, f = T0 = V0 = 0. Using
the transformation V (x, t) = T (x, t)− 1+ x for the function V (x, t) we get the

problem with the homogeneous BC, where V (x, 0) = x − 1, ∂V (x,0)
∂t

= 0. The
numerical results for (N = 40, t = 0.2) are presented in Figs. 1, 2.

Problem for heat conduction equation with discontinuous conditions.
The numerical experiments for the problem (2.1) with L = k̄ = 1, τ = 0.1, tf =

Math. Model. Anal., 16(2):220–232, 2011.
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Figure 3. Solution of FDSES T (0.5, t)
for N = 30.
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Figure 4. Solution T (x, 0.2) with
FDSES and N = 30.

0.2, Tl = 1, Tr = 0, T0 = 0, f = V0 = 0 (the initial and boundary conditions
are discontinuous [1]) are performed with the MATLAB solver “ode15s”. The
graphics of numerical results obtained with FDSES for N = 30 are presented
in Figs. 3, 4. In Figs. 5, 6 we present results computed by using the Fourier
method series

V (x, t) = −2 exp(−0.5t/τ)

∞
∑

k=1

sin(kπx)

kπ

(

cosh(κkt) +
sinh(κkt)

2κkτ

)

,

where wk(0) = −
√
2

πk
, ẇk(0) = 0, N = 80. We note that the Gibbs effect is

observed.
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Figure 5. Solution T (x, 0.2) with
Fourier method, N = 80.
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Figure 6. Solution T (x, t) with Fourier
method, N = 80.

In Figs. 7, 8 we can see the results obtained with finite differences approx-
imation and FDSES method with N = 200.

Heat heat conduction equation for intensive steel quenching. The
numerical results for the problem (2.1) (α0 = 0, α1 = α, Tl = Tr = f = 0) are
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Figure 7. Solution T (x, 0.2) with FDS,
N = 200.
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Figure 8. Solution T (x, 0.2) with
FDSES, N = 200.
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Figure 9. Solution T (0.5, t) for τ = 0.1,
T0(x) = 600, V0(x) = −6000.2.
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Figure 10. Solution depending on t, r
for τ = 0.5, T0(r) = 600,

V0(r) = −1200.1.

obtained for intensive steel quenching models with k̄ = 0.0001738602 (k̄ = k
cρ
,

k = 429 W
mC

is the heat conductivity, ρ = 1.05.104 kg
mC

is the density of steel,

c = 235 J
kgC

is the heat capacity), α = 30
429 and L = 1, τ = 0.1, T0(x) = 600,

V0 = −6000.2, tf = 1, N = 20 (see, Fig. 9).

The numerical results for the problem (2.2) are obtained for the above-
mentioned parameters with R = 8, r0 = 1, τ = 0.5, T0(r) = 600, V0 = −1200.1,
tf = 5, N = 20 (see, Fig. 10).

7 Conclusions

• The hyperbolic heat conduction problems can be numerically modelled
using FDS and FDSES methods.

• The advantages of the FDSES method for the problem with constant
heat conductivity and with the first kind boundary conditions (BC) are
demonstrated via several numerical examples in comparison with the FDS
method.

Math. Model. Anal., 16(2):220–232, 2011.
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• In the case of the BC of the third kind the eigenvectors of the differential
and discrete problems are different and the FDSES is obtained by using
the orthonormal eigenvectors of the discrete problem.

• For nonlinear diffusion term ∂2

∂x2φ(T ) it is possible to obtain the algorithm
of FDSES by numerical solutions of a system of nonlinear ODEs.

• For the discrete Fourier method numerical oscillations are present, when
the initial and boundary conditions are discontinuous. For larger N these
oscillations disappear. The method of FDSES is free of oscillations.

• For the discrete spectral problem new transcendental equation and eigen-
vectors are obtained. All eigenvectors for the finite difference operator
are obtained analytically.
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