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1 Introduction

This paper is concerned with the following viscous Cahn—Hilliard equation in
one spatial dimension

D2
% + D4y — kaatu = D®(Du,t) — A(u,t) + f(z,t), (z,t)e@ (1.1)
subject to the boundary value conditions
u(0,t) = u(1,t) = D*u(0,t) = D*u(1,t) =0, >0, (1.2)

where Q = (0,1) x RT, D = 9/dz, v > 0 denotes the mobility, k¥ > 0 is the
viscous coefficient, ®(s,t) = a(t)|s|* ‘s —b(t)s and A(s,t) = c(t)|s|*ts—d(t)s
represent the potentials and the sources, respectively, a > 2, 8 > 1, a(t), b(t),
c(t), d(t) € C*T¥(R*) are positive periodic functions with period w > 0 and
some v € (0, 1), another source f(xz,t) € C*T*¥/4(Q) is nontrivial and satisfies
flz,t +w) = f(x,t) for all (z,t) € Q. We will mainly investigate two kinds of
problems in the present paper: (1.1), (1.2) with the time periodic condition

w(z,t+w) =u(z,t), (1), (1.3)
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and (1.1), (1.2) with the initial value condition
u(z,0) = uo(z), =z €]0,1]. (1.4)

Equations (1.1) come from a variety of diffusion phenomena appeared widely
in nature, including mathematical biology, fluid mechanics, etc. Note that if
taking £ = 0, we obtain the Cahn—Hilliard equation with gradient dependent
potentials and sources which was proposed by King [7] in 2003 by considering
the height of a film in epitaxial growth of nanoscale thin films with u(x,t)
denoting the thickness of thin film. Further, when nonlocal effects and long
range diffusion are taken into account, a similar model to (1.1) by considering
the process of cell increasing with u(z,t) representing the concentration or
density of the cell was presented in [16]. When k& > 0, (1.1) becomes the
viscous Cahn—Hilliard equation and the viscous term describes the phenomenon
of the speed of cell increasing slowing as a result of viscous relaxation effects, or
viscosity. This type of equation was first propounded by Novick-Cohen [18] in
1988 to account for viscous effects in the phase separation of polymer-polymer
systems.

In the past decades, the Cahn—Hilliard type equations with coefficients in-
dependent of ¢ have been deeply investigated, and there are a number of papers
dealing with the theoretical and numerical analysis of existence of weak and
classical solutions, stationary solutions, qualitative behavior, and practical fi-
nite element approximation [1, 4, 5, 6, 10, 13, 14, 17, 20], etc. In particular,
it has been shown in [3, 7, 15] that all solutions of the initial boundary value
problem converge to steady states as time tends to infinity. Since the viscous
Cahn—Hilliard equation can describe the variation of cells that are sensitive to
seasons, it is reasonable to study the problem with time periodic coefficients.
However, just due to the appearance of the time periodic coefficients, it is of no
meaning to consider the steady states. Hence, finding a new way to describe the
asymptotic behavior of solutions of the initial boundary value problem seems
much more interesting. In fact, it is shown in [2, 8, 19, 22] that all solutions
may converge exponentially or globally to the set of periodic solutions as time
tends to infinity. Specially, the results of [19, 22] imply that if one can find
the maximal and minimal periodic solutions, then solutions of the initial and
boundary value problems may be attracted globally to the sector between the
maximal and minimal periodic solutions. Moreover, if the maximal and min-
imal periodic solutions are equivalent, then the unique periodic solution is a
global attractor. However, those results are mostly for ODEs and second order
parabolic equations.

The main purpose of this paper is devoted to discussing the viscous Cahn—
Hilliard equation with periodic gradient dependent potentials and sources (1.1),
which has not been investigated extensively. After establishing the existence of
time periodic solutions of the problem (1.1)—(1.3) and the existence and unique-
ness of solutions to the initial boundary value problem (1.1), (1.2) and (1.4), we
show that there exists an attractor which consists of the unique nontrivial time
periodic solution of the periodic problem (1.1)—(1.3). Precisely speaking, any
nontrivial solution of the initial boundary problem (1.1), (1.2) and (1.4) will be
attracted into any small neighborhood of the attractor as time tends to infinity,
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which expresses that the effect of this unique time periodic solution is similar
with that of the steady states solution of the initial boundary value problem
with coefficients independent of ¢. This feature is different from that of the
Cahn—Hilliard equation with time periodic concentration dependent potentials
and sources

ou 0D%*u

5 +~yD* —k
It has been only proved that the solutions to the initial boundary value problem
of the above equation can be bounded by a suitable upper bound of the time
periodic solutions for all large times, see [11, 21]. Moreover, for the Cahn—
Hilliard equation with gradient dependent potentials, our research also disclose
that for the viscous case, the attractivity of periodic solution is under the H'!
norm, which is different from that of the nonviscous case, where the attractivity
is under the L? norm [12].

Furthermore, we discuss the limiting process of time periodic solutions and
the solutions of initial boundary value problems as the viscous coefficient &
tends to 0 (for the case k = 0 we refer readers to [12]), and there is another dif-
ference between the characters of the solutions to the Cahn-Hilliard equations
with periodic concentration dependent potentials and with periodic gradient
dependent potentials. In fact, when the viscous coefficient k£ tends to zero, for
the case of concentration dependent potentials, the time periodic solutions and
the solutions of the initial boundary value problem are almost everywhere con-
vergent to the corresponding solutions of the problems with & = 0 (see [11]),
while for the case of gradient dependent potentials, the time periodic solutions
and the solutions of the initial boundary value problem are uniformly conver-
gent to the corresponding solutions of the problems with k£ = 0 (see Theorem 4
and Theorem 5).

The structure of this paper is as follows. In Section 2, we show the existence
of time periodic solutions to the problem (1.1)—(1.3). Then, we prove the
existence and uniqueness of solutions to the initial boundary value problem
(1.1), (1.2) and (1.4) in Section 3. At last, in Section 4 and Section 5, we
discuss the attractivity and limiting process of solutions, respectively.

= D%*¢(u,t) + f(x,t).

2 Time Periodic Solutions

In this section, we deal with the existence of time periodic solutions to the
problem (1.1)—(1.3).

Theorem 1. The problem (1.1)~(1.3) admits a nontrivial time periodic solu-
tion.

Proof. We are going to apply the Leray—Schauder fixed point theorem to prove
this theorem. For this purpose, we consider a family of relevant equations with
parameter, namely

0D?u

+ D —k T D®(Du,t) — cA(u,t) + of(z,t), (x,t) € Qu (2.1)

du

ot
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subject to the conditions

u(0,t) = u(1,t) = D*u(0,t) = D*u(1,t) =0, t<[0,uw], (2.2)
u(z,0) =u(r,w), z€]l0,1],
where o € [0, 1] is a parameter, Q,, = (0,1) x (0,w).
We first give some necessary a priori estimates. Here and below, we de-

note by C' a constant, whose value may be different from line to line and is
independent of u and o. Multiplying (2.1) by u and integrating over @Q,,, we

have
//\D2u|2dxdt+// |Du|°‘+1dxdt+a// (t)|ul T da dt
// |Du\2dxdt+a// |u|2d:cdt+o/ f(z,t)udzdt

< 3//\Du|°‘+1 dxdt—l—EU/ lulP Tt da dt + C,
Qu Qu

where a and ¢ are the lower bounds of a(t) and ¢(t), respectively, which implies
that

//|D2u|2d:ndt <C, //|Du|a+1 dxdt < C, a//|u|ﬁ+1dxdt <C. (2.4)
Qu Qu Qu

We multiply (2.1) by u; and integrate the result with respect to a over (0, 1)
and obtain

/ |Ut\2d$+2dt/ \D2 |2dﬂc+k/ |Dut| dx

d
+& W(Du,t)dm+a—/ B(u,t)dx
1 / 1y
t b t
:/ a()lDu‘a-&-ldw_/ ()‘D |2d +o / c<)|u|ﬁ+1d$
0 O[+1 0 0 B‘i’l

!
fcr/ d()| \de+a/fxtutdx
0
1 /
g/ L0 | pyjett g /b()\D ?de+ o / ||ﬁ+1dx
0 a+1 0 B

d'(t 1
—a/ ()| 2dz+ = / lua|? da + C,
0

al(t o b(t
w(s,1) = At - M2

where

B(s,t) = %MBJA - @52. (2.5)
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It follows that

1
5/ <”|D2u|2 +W(Du,t) + o B(u, t))dx (2.6)
at J, \2
1 / / / !
S/ a (t) |Du|a+1 b ( )|D ‘2 c (t) U|u|ﬁ+1 o d (t)a|u|2 CLT+C,
o \a+1 B+1 2

te (0,w).

Furthermore, by the periodicity of the solution u and (2.4), we obtain

//|ut|2dxdt§C’, //\Dut|2dxdt§0. (2.7)
Qu Qu

For all ¢ € [0, w], set

Plt) = /01 (g|D2u|2 +@(Du,t) + 0B, t)) do

—/( |D2 \ + () |D |“Jrl (t)Du|2+6c(_i)lou|ﬁ+ld(2t)au|2>dx
0

From (2.6) we have

% <CFH)+C, Vte(0,w) (2.8)

On the other hand, by (2.4), we get

/ F(t)dt < %//|D2u|2dxdt+0//\Du|°‘+1dmdt+00//|u|ﬁ+1dxdt
0
Qu Qu Qu

<C.

Hence, there exists a point ¢ € (0,w) such that
/ F(t)dt < C.
For any t € (f,w], integrating (2.8) from # to ¢ yields
Fit)<F({t)+C / t)ydt+ Cw < C.

Recalling the periodicity of u again, we see that F(0) = F(w) < C. Thus, we
get

F(t) < F(0 +C/ t)dt+Cw < C, Vte[0,w],

/ |u|P+t da

from which and the definition of F(t ) we obtain

/ |D2u\2

Math. Model. Anal., 17(3):403-422, 2012.
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<Y /|D 2 do + 20 /|u|2dx—|-0
<7 a+1 = B+1
St D) / | D d:c+2( /|u\ dx + C.
Therefore,
1 1
/\Du(x,t)|°‘+1dx§0, / D2u(z, )2dz < C, We[,w].  (29)
0 0

From the first inequality (2.9) and the boundary value conditions (2.2), we
arrive at

Jullm g, < C- (2.10)
Combining both inequalities (2.9), we can also deduce that

|Dull g < C- (2.11)

@) =

Multiplying (2.1) by D*u and integrating the result with respect to x over (0, 1)
yield

1d

1 1
1d (|D2u|2+k|D3u\2)dm+7/ D2 da

1
1
:/ @’S(Du,t)DQuD4udx—U/A(u,t)D4udx+U/f (z,t)D*udx
0
0

1 1
< %/ \D4u|2dx+C/ |D?uf? dz + C.
0 0

From (2.9), we have

d

dt/ (|D*ul? + k|D3u|?*)dx < C, ¥t € (0,w). (2.12)

Moreover, by the periodicity of u, we get
// |D*u|? da dt < C. (2.13)
Qu

Consequently,

// |D3u|2dxdt:f/ D*uD*udx dt
Qu Qu

. (2.14)
<3 // (D2l + |D*uf?) da dt < C.
Qu

Combining (2.12) with the first inequality of (2.4) and (2.14) gives

1
/ |D3u(z,t)*de < C, Vte0,w)]. (2.15)
0
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From (2.9) and (2.15), we have
I1D?u] oy < C. (2.16)

We rewrite the equation (2.1) into the following form

1 1 o o
D%y = Tl + %D4u - %Dé(Du,t) + EA(u,t) - Ef(sc,t)
From (2.7), (2.10), (2.11), (2.13) and (2.16), we obtain
// |D?u|* dr dt < C. (2.17)
Qu

In the following, we give Holder’s norm estimates of u. By virtue of (2.11),
we see that

|u(z1,t) —u(ze, t)| < Clry — x2], Vte[0,w], z1,2z9 € [0,1]. (2.18)

For any (z,t1), (z,t2) € Q,,, consider the case of 0 < z < 1/2. Suppose that
At =ty — t; > 0 satisfying (At)'/2 < 1/4. Integrating (2.1) over (y,y +
(At)1/2) x (t1,t5) yields

y+(Ant/? ta py+(An)/?
/ (u(z,t2) —u(z,t1))dz = —7/ / D*udz dt
y

t1 Y
1/2

ta py+(AL)2 ta  py+(At)
+k / / D?uy dz dt + / / D®(Du, t) dz dt
t1 Y

ty Y
to  py+(AL)/2
- 0/ / (A(u,t) — f(z,1)) dz dt.
t1 Y

Integrating the above equality with respect to y over (z,z + (At)'/?), we arrive
at
lu(z*, ta) —u(z*, t1)| < Oty — 1|4,

where z* = y* + 0*(At)Y2, y* € (x,x + (At)Y/?), 6* € (0,1). Combining the
above inequality with (2.18) gives

lu(z, t1) —u(z, t2)] < Ju(z, 1) —u(@® t)] + [u(z®, 1) — u(z®, t)]
+ |u(z, ta) — u(z*, )] < Clty — to] /4.

Hence,
|u(x1,t1) — u($27t2)| < C(|.’L‘1 — J}2| + |t1 — t2|1/4) (2.19)

for all (z;,t;) € Q,(i = 1,2). Next, we claim that
|Du(x1,t1) - Du(xg,t2)| S C(\xl - 5132‘ + |t1 - t2|1/2) (220)
for all (z;,t;) € Q,(i = 1,2). Obviously, the above inequality is equivalent to

|Du(z1,t) — Du(ze,t)| < Clz1 — 22|, V¢ € [0,w], x1,22 € [0,1], (2.21)
|Du(x,t1) — Du(zx, ta)| < Clty — to|/?, Yz e [0,1], t1,t2 € [0,w].  (2.22)

Math. Model. Anal., 17(3):403-422, 2012.
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In fact, (2.21) is a direct consequence of (2.16). Recalling the second inequality
(2.7) and by using the mean value theorem, we see that there exists a point
0Du , _

€ (0,1) such that
z,t
| |5

Integrating the equation (2.1) over (Z,x) x (t1,t2), we have

2
dt < C.

t2 t2
k(Du(z, t2) — Du(z, 1)) :k/ oDu - dt+/ / S (et dtdz
ty

t1

+’y// Dy zt)dtdz—// B (Du(z, ), ) Du(z, 1) dt d=

+a//A (z,1), dtdz—a/ /fztdtdz

Integrating the above equality with respect to x over (y,y+(At)'/2), we obtain
|Du(z*,t2) — Du(z*,t1)| < C(At)Y/?,
where z* € (y,y+ (At)'/?). Combining the above inequality with (2.21) yields
|Du(z,t1) — Du(z, ta)| < Clty — to|/2.
Now, we define an operator F' on linear space X as follows
F: X —X ur—uw,

where -
X ={ueC*Q,); w(0,t) =u(l,t) =0, Vi € [0,w]},
and w is a solution of the following problem

%ﬁ Dt — k22 g (D) D2w — Afut) + fot), (@) € Qu,
w(0,t) = w(1,t) = D*w(0,t) = D*w(1,t) =0, t¢€[0,w],

w(z,0) = w(z,w), =z€]l0,1],

where @'.(s,t) = a(t)a|s|*"! — b(t). From (2.19), (2.20) and the assumptions
on a(t), b(t), c(t), d(t), f(z,t) we see that &'(Du,t) € C**/*(Q,), Au,t) €
CHr/A(QL), fla,t) € cir, »/4(Q,,). By the classical linear theory (see [9]),
we know that the above problem admits a unique solution w € C4t»1+v/ 4Q,),
D?w; € Cv/4(Q,,). Hence, the operator F is well-defined. We can also obtain
the compactness of operator F' by means of the compact embedding theorem
(see Lemma 2.1 in [23] for example). Moreover, if u = o Fu for some o € [0, 1],
then u satisfies (2.1)—(2.3). Clearly ¢ = 0 implies that w = 0. If ¢ # 0, then
from the above argument, we see that ||[u|| 2. /4(q,,) is bounded and independent
of u and o. Therefore, the Leray—Schauder fixed point theorem implies that
the operator F' has a fixed point u, which is the desired time periodic solution
of the problem (1.1)—(1.3). The proof of this theorem is complete. O
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3 Initial Boundary Value Problems

After establishing the existence of time periodic solutions, we turn to the dis-
cussion of the solvability of the initial boundary value problem (1.1), (1.2)
and (1.4).

Theorem 2. For any given initial datum ug € C*+[0,1] with uo(0) = ug(1) =
D?up(0) = D?ug(1)= 0, the initial boundary value problem (1.1), (1.2) and
(1.4) admits a unique global classical solution.

Proof. To prove the existence of solutions to the problem (1.1), (1.2) and (1.4),
we employ the Leray—Schauder fixed point theorem which enables us to study
the problem by considering the following problem

?,f ~Du ag% — D&(Du,t) + o A(u,t) = o f(z,t), (z,t) € Qr, (3.1)
u(0,t) = u(1,t) = D?u(0,t) = D*u(1,t) =0, t€[0,T], (3.2)
u(z,0) = oup(x), =« €]0,1], (3.3)

where the parameter o € [0,1], T > 0 is a given constant, Q7 = (0,1) x (0,7).
We first do some a priori estimates. Multiplying (3.1) by v and integrating
the result with respect to = over (0,1), we have

1d

2 D2 2 / D 2
T udx+7/| ul dx+2dt | Du|” dz

1

—I—/ a(t)| Du|** dx—i—a/ c(t)|ul? 1 da

0 0
1 1 1
:/ b(t)| Dul? dera/ d(t)querJ/ flz,tudz
0 0 0

v [ 1

< 5/ \D2u|2dx—|—C'/ u?dx + C. (3.4)
0 0

It follows that

1

1
% (u2 + k| Duf?) dz < c/ (2 + k|Dul?) dz + C, ¥t € (0,T).
0 0

Then, using Gronwall’s inequality gives
/Ol(uz(x,t) + k| Du(z,t)|*)dz < C, Vte€ (0,T),
from which we have
/01 \Du(e, )2 de < C, Vi € (0,T). (3.5)
Recalling the boundary value conditions (3.2), we obtain

[ull Lo @,y < € (3.6)

Math. Model. Anal., 17(3):403-422, 2012.
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Moreover, integrating (3.4) from 0 to 7' and using (3.6), we get

//|D2u\2da;dt <C, //|Du|"‘+1 dxdt < C. (3.7)

Qr
We multiply (3.1) by w;, integrate the result over @; and obtain

1
/ |ut|2dxdr+%/ \D2u(x,t)\2dx+k// \Dug|? da dr
Q1 0 .

+/O W(Du(m,t),t)dx—l—a/o Blu(z, 1), 1) da
L‘-Q 1 2’LL X 2 X ' olupgl\x i (o2 ' ouglx i
=25 [ D w@P de+ [ #eDu@.0)de +o [ Blow().00d

/ /
+// @'(r) dx dr — // b (T)|Du|2 dx dr
. a—+1 Q. 2
(1) B+1 // d(r) o //
+0///8+1|u| dedr —o 5 U dedr +o fla, T)upgdx dr
Q¢ Q¢ Qt

1
< 5// |ug | da dr + C,

where ¥ (s,t) and B(s,t) are as in (2.5). Then, we have

/ \D2u(z, )2 de < C, Vi€ (0,T), (3.8)

// lug|? da dt < C, // | Duy|? de dt < C. (3.9)

Combining (3.5) with (3.8), we arrive at
1Dl < C. (3.10)

Multiplying (3.1) by D*u and integrating over @Q; yield
1

1 1
k
5/ |D2u(x,t)|2daz+7// |D4u|2dxd7'+§/ |D3u(z,t)|? de
. 0

ko?
2

1
—/|D2u0 (z)]?dx 4+ ~—— /|D3u0(x)\2da:+//Q5;(Du,7)D2uD4uda:dT
0 Q¢

—0/ A(u, T)D4uda:d7'+a/ f(z,7) D" dx dr

Qt Qt
< %// |D*u|? dz dr + C,

from which we have

1
/ |D3u(z,t)*de < C, Vte (0,T), // |D*ul?dxdt < C.  (3.11)
0 T
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By (3.8) and (3.11), we obtain
10?0 e 5,y < C- (3.12)

We rewrite the equation (3.1) into the following form

1 1 o o
D?uy = cur+ %D% ~ 2 DB(Du,t) + TA(u,t) = (@, 1).
From (3.6), (3.9), (3.10) and (3.12), we get
// |D?us|? da dt < C. (3.13)
Qr

Similar to the proof of Theorem 1, it is easy to obtain
lu(z1, 1) — u(za, ta)| < C(|lz1 — o] + |t — ta|/?), (3.14)
|Du(x1,t1) — Du(xg,t2)| S C(lIl — l‘gl + |t1 — t2‘1/4) (315)

for all (z;,t;) € Qp (i = 1,2). Define a linear space
X ={ue C*V4@Qr); u(0,t) = u(1,6) =0, vt € [0,7]}

and an operator F' by F': X — X, wu +—— w, where w is a solution of the
following problem

%—t: + D — k = @ (Du,t)D*w — A(u,t) + f(z,t), (z,t) € Qr,
w(0,t) = w(1,t) = D*w(0,t) = D*w(1,t) =0, t€[0,T],

w(:z:,O) = UO(I)7 T € [Oﬂ l]a

O0D?*w
0

where @ (s,t) = a(t)a|s|*"! — b(t). From (3.14), (3.15) and the assumptions
on a(t), b(t), c(t), d(t), f(x,t) we know that &'(Du,t) € C*/*(Qr), A(u,t) €
CHvvIY(Qq), f(x,t) € ¥ ¥/4(Qr). By the similar discussion in Theorem 1,
we can prove that the problem (1.1), (1.2) and (1.4) admits a classical solution
in Q7. Then, we consider the problem in Q1 21), Q27,37); - - - » Q(n—1)T\nT)> - - -
in turn. Finally, we know that the initial boundary value problem (1.1), (1.2)
and (1.4) admits a classical solution in Q.

In what follows, we show the uniqueness of solutions. Let ui, us be two
solutions of the problem (1.1), (1.2) and (1.4). Set v = u; — ug, then we have

1d [, ! Ed [t
- — d D*v|?d 77/ Dvl?d
1
+/ a(£)(|Dur |~ Duy — |Dus|* Duy)(Duy — Dus) da
0

1
+/ c(t)(Jua "~ uy — fuol® " ug) (uy — ug) da
0

1 1
= / b(t)|Dv|? dz + / d(t)v? dz.
0 0

Math. Model. Anal., 17(3):403-422, 2012.
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Noticing that the constant v > 0, « > 2, § > 1 and a(t), c(t) are positive
functions, we see that

1 1
7/ |D?v|? dx —|—/ a(t)(|Duy|* "t Duy — |Dus|* ' Dug)(Duy — Dus) da
0 0
1
-|-/ e(t)(Jur|?~tuy — |ua|®tug)(ur — ug) dz > 0.
0

Recalling the continuities of b(¢) and d(t), we get

1

1 1
9 2 4 yDoP) dm§2/ b(t)|Dv|2dx—|—2/ d(t)? da
dt Jo 0 0

1
< C/ (v + k|Dv|?) dz, Vte€ (0,T).
0
By using Gronwall’s inequality, we have
1
/ (v*(2,1) + k| Dz, )" dz = 0, Vi € (0,T).
0

Hence, fol v¥(x,t)dz = 0, Vt € (0,T), which means that u; = us a.e. in Qr.
By virtue of the continuities of u; and usy, we have u; = us in @Qp. The proof
of this theorem is complete. 0O

4 Attractivity

In this section, we discuss the attractivity and uniqueness of time periodic
solutions to the problem (1.1)—(1.3).

Theorem 3. Suppose that v satisfies
B/ 4 2d/y <,

where b and d are the upper bounds of b(t) and d(t), respectively. Then the
problem (1.1)~(1.3) admits a unique nontrivial periodic solution which attracts
all solutions of the initial boundary value problem (1.1), (1.2) and (1.4).

Proof. By virtue of Theorem 1, the problem (1.1)—(1.3) admits a periodic so-
lution @(x,t). Let u(z,t) be any solution of the initial boundary value problem
(1.1), (1.2) and (1.4). Define

G(t) = % /0 [(w — @)® + k| D(u — @)?] da.

By (1.1) and (1.2), we have
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_ /0 1 [~y D*(u — @) + D(®(Du, ) — &(Di, 1))

— (A(u,t) — A, 1)) (u — @) da
= —7/0 |D?(u — )| da — /0 (®(Du,t) — &(Dii, t))(Du — Dii) da
1
— /O (A(u,t) — A(@, 1)) (u — i) dz
- _7/0 D) e+ | boD0 ) dr
- /O1 a(t) (|Du|* ' Du — |Da|*" ' Da) (Du — Da) dz
1 1
- / c(t) (|u|ﬁ71u - |ﬂ|ﬁ71ﬂ) (uw—a)de+ / d(t)(u — @)? dz
0 0

1 1 1
—7/ |D2<u—a)|2dx+5/ |D(u—a)\2da:+a/ (u — )2 da
0 0 0

~ 1 52 B 1
—5/0 |D2(u—ﬂ)|2dx+<2’y+d)/o lu — @|? da.

Noticing that the first eigenvalue of the Laplacian equation with homogeneous
Dirichlet boundary value conditions in (0, 1) is 7%, then

IN

IN

1 1
/0 |Dv|? dx > 7r2/0 v dx, Vv e H(0,1), (4.1)
from which we have

' w—a)%dz 1 w— )% dz — p)m2 lu—ﬂ2x
/0|D< >|dzp/0|D< )2 da + (1 p>/0< 2 dz,

where p € (0,1) is a constant to be determined. Furthermore, by (4.1) and the
Holder inequality, we can deduce that

/|D2u—u|2dx>7r/\D @)|? da.

G'(t <f7 / |D(u— u|2dx( (1p)(§y+d>>/01(uﬂ)2d:r.

-
Take p = %, then 0 < p < 1 and G'(t) < —CoG(t), where Cy =

miy— (b /y+2d)
1+72k

Consequently,

> 0. Integrating the above equality, we get
G(t) < G(0)e= L,
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Recalling the definition of G(t), we obtain

tlgglo llu — | g1 0,1) = O.

Hence the time periodic solution u(x,t) attracts all solutions of the initial
boundary value problem (1.1), (1.2) and (1.4).

Especially, in the above arguments, let u(z,t) be any time periodic solution
of the problem (1.1)—(1.3). Then, for any positive integer n, we have

[u(@, t) =iz, )| g 0,1) = l[ulz, t+nw)—a(z, t+nw)|H10,1) — 0 as n — oo,
which means that u(z,t) = a(z,t) a.e. in [0, 1] x [0, T]. Thus the proof of this
theorem is complete. O

5 The Limiting Process as k Tends to Zero

In this section, we discuss the limiting process of solutions as the viscous co-
efficient k tends to zero. Throughout this section, we denote by C' a constant
independent of v and k.

Theorem 4. If uy is a time periodic solution of the problem (1.1)—(1.3), then
ug(z,t) is uniformly convergent in Q,, as k — 0, and the limit function u(x,t)
s a time periodic solution of the equation

%Z + D = D®(Du,t) — A(u,t) + f(x,t), (x,t) € Qy (5.1)

subject to the boundary value conditions (1.2) and periodic condition (1.3).

Proof. Multiplying the equation (1.1) by ux and integrating over @,,, we have

'y// |D2uk|2dxdt+// a(t)|Duk|a+1dxdt+// c(t) Jug|P T dx dt

= / b(t)|Duy)? dx dt—l—/ d(t)ui dxdt—i—/ flz, t)u, dedt
Qu Qu Qu

< %// |Duk|a+1d;cdt+§// lug P+ da dt + C,
2 JJaq. 2J)J)q.

where g and ¢ are the lower bounds of a(t) and ¢(t), respectively. It follows
that

//Q |D%u|? de dt < C, (5.2)
//Q | Dug,|* T da dt < O, (5.3)

//Q lug| P dz dt < C. (5.4)
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2

3Duk de

ot

8uk

We multiply (1.1) by %, integrate with respect to x over (0, 1) and obtain
1 ! 2 1
- dx +k
2 /O at | T /0

d

1
_}_7/ <7|D2uk|2+W(Duk,t)+B(Uk»t>) dz
dt Jo \ 2
1 ’ / / '
a (t) v (t) c(t) d'(t)
_ Durlett YO 5o A1 _ 2)d
/0 (a—i—l' | 5 | Duy| +5+1|uk| 5 Uk | dr +C,

where ¥ (s,t) and B(s,t) are as in (2.5). By (5.3) and (5.4), we have

I,

1
Fi(t) = / (gDZukP + U (Duyg,t) + B(uk,t)> dx, Vte[0,w].
0

8uk 2

Set

Then, we have
F.(t) < CFy(t)+C, Vte|0,w].

Similar to the proof of Theorem 1, we obtain Fj(t) < C, Vt € [0,w], from which
we have

1 1
/ D2y (z, )2 dz < C, / \Dug(, )" de < C, Vi [0,w].  (5.6)
0 0
By (5.6), we arrive at
k@ )y < €, [Durlliegg, ) < C- (5.7)

Multiplying (1.1) by D*u;, and integrating over Q,, give

//Q D2 dedt < C. (5.8)

Rewrite the equation (1.1) into the following form

2
a% L % + Dy, — B, (Dug, ) D2 + Alug,t) — f(x, 1),

where @' (z,t) = a(t)a|s|*"! — b(t). From (5.2), (5.5), (5.7) and (5.8), we get

k;// ‘8D2uk
Q.1 Ot

Similar to the proof of Theorem 1, we have

k

2
dedt < C.

lug (1, 1) — ug(z2, t2)| < C(loy — za| + |t1 — to] /%) (5.9)
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for all (z;,t;) € Q,, (i =1,2). From (1.1), we see that v, = Duy, satisfies

2
631): + yD*vy, — kagtvk = D?*®(vg,t) — DA(ug,t) + Df(z,1).

Similarly, we can deduce that

|Dug (21, t1) — Dug (22, 12)| < C(|lzy — x2|"/? + [t — t|V/®) (5.10)

for all (z;,t;) € Q,(i = 1,2). o
Recalling the equation (1.1), for any ¢ € C?(Q,,) satisfying (0,t) =
©(1,t) =0 and p(z,w) = ¢(x,0), we have

// %godxdt—i—'y// D4uk<pdxdt—k// %D2<pdxdt
—// aa(t)|Duk|a*1D2ukg0dxdt+// b(t)D?upp da dt
// (1) Jug|?~ tupp da dt — // tyugp dx dt :/ fz, t)pdxdt.
Qu

From (5.2)-(5.10), there exists a function u € H*'(Q,,) N C'TH#/4(Q,,) with
w € (0,1/2) such that
ur — u uniformly in @,

Duy — Du  in C*H/4(Q,,) for any 0 < pu < 1/2,

0 0
D?uy, — D%u, D'y, — D, % — 8—1: in L*(Q.,),

as k — 0. Therefore, taking k — 0 we have

0
// —ugpdxdt—l—’y/ D*uyp dz dt
Q. Ot Qu

—// aa(t)|Du|*™ 1D2u<pdscdt+/ YD?up dx dt

// t)|u|?~ 1ugpdxdt—// (tyupdzdt = / flx, t)pdzdt,
that is
ou 4
—@dxdt 4+ D updxdt
Q. ot Qu

—/ D&(Du, t)godxdt—&—/ Au, t)pda dt = / f(z, t)pdxdt.
Qu

Hence u € H¥'(Q,) N C TH1/4(Q ) satisfies the equation (5.1) in the sense of
distribution. Moreover, the equation (5.1) is equivalent to

ou

5 + D% = & (Du, t)D?*u — A(u,t) + f(z,t), (z,t) € Qu,



A Viscous Cahn—Hilliard Equation 419

where &.(Du,t) = aa(t)|Du|*' — b(t). From u € C**HH/4Q,), a > 2 we
know that &.(Du,t) € C**/4(Q,). By the classical linear theory (see [9]),
we have u € CHml+u/4(Q ) with p € (0,1/2). Obviously, the solution u
satisfies the boundary value conditions (1.2) and the periodic condition (1.3).
Therefore, u is a time periodic solution of the problem (5.1), (1.2) and (1.3).
The proof is complete. O

At last, we study the limit process of solutions to the initial boundary value
problem (1.1), (1.2) and (1.4) as &k — 0.

Theorem 5. If uy is a solution of the initial boundary value problem (1.1),

(1.2) and (1.4), then ux(x,t) is uniformly convergent in Qr as k — 0, and the
limit function u(x,t) is a solution of the equation

O D' = DD, )~ A1)+ [0, (D) EQr (1)

subject to the initial boundary value conditions (1.2) and (1.4).

Proof. Multiplying (1.1) with uy and integrating over @)y, we have

1/t ko[t
5/ ui(m,t)dx—l—v// |D2uk|2dxd7-+§/ | Duy, (2, )| da
0
// (t)| Dug|* T da dr + // (t)|ug|P T da dr

=3 [ e+ k [ 1Dt as
0
—|—/ b(t)|Dug|? d:cd7+/ d(t)ukdxdr—l—/ f(z, t)ug dedr
Qt Q+

Q:
< %// \Duk|0‘+1dxd7+§// lup,|P Tt da dr + C + Ck,
t Qt

where a and ¢ are the lower bounds of a(t) and c(t), respectively, from which
we have

// |D?uy|? de dt < C + Ck, (5.12)
Qr

// |Duy|* Tt de dt < C + Chk, // lup|? Tt dedt < C+ Ck.  (5.13)

We multiply (1.1) by agt’“, integrate the result over @); and obtain

5] awiren 5

1
" / V(Do) do+ [ Blun(e0),0)do < C+ Ch
0 0

8uk

5Duk

1
dx d7+%/ | D2y (, t)|? da
0
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where ¥(s,t) and B(s,t) are as in (2.5). By using Young’s inequality, we get

2 2 1
D
// % dxdT—l—Zk'// 9Duy da;dr—i—’y/ |D?uy, (2, ) d
= D a+1 7/ B+1 <
+a+1/ | Duy(z,t)] dx—i-ﬂ lug(z, 0)|P T dx < C + Ck.
It follows that
8uk 2
P\ e dt < C + Ck, (5.14)
or | Ot
1
/ |D?u(x,t)|*de < C + Ck, Vte (0,T), (5.15)
0
1
/ |Duy(z,t)|*t de < C + Ck, V¥t € (0,T). (5.16)
0

From (5.15) and (5.16), we deduce that

k]l oo gy < C+Cky Dkl e g, < C+ Ck. (5.17)

Multiplying (1.1) by D*u; and integrating over Qr, we get
// |D*uy|? de dt < C + Ck. (5.18)
Qr

By virtue of the equation (1.1), we obtain

S

Using the above a priori estimates, we arrive at

2

2
OD7ux|" o dt < C + Ck.

|Uk($17t1) — Uk(ZL'Q,tQ” S (C+ Ck)(|£l,’1 — .’E2| + ‘tl - t2|1/4), (519)
|Duk(x1,t1) — Duk($2,t2)| < (O + C]{i)(|$1 — .132|1/2 + |t1 — t2|1/8) (520)

for all (z;,t;) € Qp (i = 1,2). Hence, there exists a function u € H*1(Q,,) N
Ol+n, u/4(Qw) with € (0,1/2). such that

ur, —> u  uniformly in Qr,

Duy — Du in C**/*(Qr) for any 0 < p < 1/2,

Oouy, ou
D?uy, — D? D*uy, — D* — — — inL?
Uk U, Uk U, ot ot m (QT)7
as k — 0. Similar to the discussion in Theorem 4, we can prove that u satisfies
the equation (5.11) in the sense of distribution. We rewrite the equation (5.11)

into the following form

ou

e + D% = & (Du,t)D?*u — A(u,t) + f(x,t), (x,t) € Qr.
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Noticing that &' (Du,t) € C**/4(Q,), by the classical linear theory (see [9])
we see that u € C4Tw1+#/4(Q ) with pu € (0,1/2). Moreover, it is obviously
that w satisfies the conditions (1.2) and (1.4). Therefore, u is a solution of
the initial boundary value problem (5.11), (1.2) and (1.4). The proof of this
theorem is complete. 0O
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