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Abstract. The paper describes a formally strictly convergent algorithm for solving
a class of elliptic problems with nonlinear and nonlocal boundary conditions, which
arise in modeling of the steady-state conductive-radiative heat transfer processes. The
proposed algorithm has two levels of iterations, where inner iterations by means of
the damped Newton method solve an appropriate elliptic problem with nonlinear, but
local boundary conditions, and outer iterations deal with nonlocal terms in boundary
conditions.
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1 Introduction

Various technological processes involve, as an important part, conductive-
radiative heat transfer due the high temperatures characterizing the process.
We mention only few of them: glass fabric production [3, 4]; glass melting
and fining [8]; crystal growth in the production of semiconductors [10]. The
corresponding mathematical model for conductive-radiative steady-state heat
transfer was suggested and investigated by M. Laitinen and T. Tiihonen in [9],
where the solvability of the state equation and boundedness of solutions for
practically interesting data was given (see also [3, 10]).

The standard mathematical model for the steady-state conductive-radiative
heat transfer in a system with simple geometry (see Fig. 1) according to [9] is
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Figure 1. Geometry of the problem.

given by the variational equality

/ [a(Vu, Vi) + bug,n]| dx + 0/ (I — H)(Ju[*u)]ndS
2 r
= (f,n) VneWy(2)N Ls(I) N{n=0on Iy}, (1.1)

where nonlocal operator H € L(Ls/4(I") = Ls;4(1")) has the following repre-
sentation for the case of a diffuse gray surface I"U I'y,:

[H(v)](2) = [((1_G)I+EK(I —(1— oK) ') (“

0)] (@) ve&Lsu(l), vel

Here e(x) € (0, 1] is emissivity distribution on I'U T, I is the identity operator
and K € L(L5/q(I"UT}) — Lsa(I' U Ty)) is an integral operator defined as

vy x\ JrE(z, t)oy (t) dS + th k(x, z)va(z) dS
()G = (7 . sty omrs)
vy € Lgju(I'), vo € Lyjs(I'n), x,t €1, y,z € I,

where for arbitrary points r,s € I"U I},

k(r.s) = cos(n(r), (s —r)) cos(n(s), (r — s)) "

wlr — s|?

T, S).

Here 0(r, s) € {0; 1} denotes visibility factor, n(r), n(s) are normal unit vectors
to I'U I},

Despite the good solvability properties of (1.1), till now in literature there
are not, as far as we know, described any rigorously convergent algorithm for
this equation. The aim of this paper is to give a theoretically strictly convergent
iterative procedure for solving the problem (1.1).

The key assumptions in our approach are that the operator H, caused by the
radiative process, is a contraction in L (I") due to “openness” of the surface I’
(see, for instance, [9]) and that the “good geometry” of the system ensures

Math. Model. Anal., 17(1):128-139, 2012.



130 K. Birgelis and U. Raitums

necessary solvability of the Neumann problem for the Poisson equation in 2
with right hand sides in spaces L,(£2; R3) with p € [4/3,4].

The paper is organized as follows. In Section 2 we give the precise state-
ment of our problem and involved assumptions. In Section 3 we reduce our
initial problem to a more convenient one with linear growth at infinity of the
nonlinearity in the Stefan-Boltzmann law. In Section 4 we investigate the lin-
earized equation, show the uniform invertibility of the corresponding operator
and in Section 5 we show how this property ensures the convergence of a certain
Newton type iterative process. In Section 6 we present a strictly convergent
two level iterative procedure, where the basic procedure consists of solving a
standard boundary value problem for a linear elliptic equation. Finally, in
Section 7 we present some numerical results to illustrate performance of the
proposed iterative procedure.

2 Statement of the Problem

Let ¥y C R? be bounded Lipschitz domain homeomorphic to the unit circle
and let {2 be the cylinder 2 := Xy x (0, L) C R? with points (21,72, 23). The
bottom of {2 we shall denote by Iy, Iy := 2N {x3 = 0}, the upper part of £
we shall denote by I, Iy := 2N {x3 = L}, and the lateral surface of 2 we
shall denote by I" (see Fig. 1).

In what follows we suppose that the following hypothesis holds.

Hy. There exists a constant ¢y such that for all 4/3 < p < 4 and for every
f € L,(£2;R?) the variational equality

/ (Vu,Vn)dx = / (f,Vn)dx Vne WZ}/(Q), with n(-) =0 on Ip
2 e

has a unique solution u € W, (§2) with u(-) = 0 on I} that satisfies

(/ mm)é <o [ f|pdm>?

Here and throughout this paper by (-,-) we denote the scalar product in R and
by ((-,-) — the pairing between a Banach space X and its dual space X*.

The hypothesis Hy holds, for instance, if Xy has a C! boundary or X is a
rectangle. These properties are straightforward consequences from Theorem 4
[6, p. 16], which gives the necessary property for bounded domains with C*
boundary in spaces R™. Our case with smooth boundary of X is easily re-
ducible to that by using simple mirror reflections with respect to the planes
{x5 = 0}, {x3 = L}, {x3 = —L} and transform to the case where the vector-
function f is equal to zero in a neighborhood of the top and the bottom of our
cylinder {2. The case with rectangular X is treated analogously.

Let us denote, for 1 < p < 0o, a space V:

Vp:={ve W, () |v=0on I in the sense of embedding theorems}

o= ([ 1veae)”
0

with the norm
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Let the operator H : L1(I") — L1 (I") satisfies the following hypotheses.
H;. The operator H belongs to L(L,(I") — L,(I")) for all 1 < p < oo;
He. [[H(ry(ry—rary =a < L.

Consider the problem (with respect to v € Vo N Ls(I"))

/Q [(aV(u+us), V) + b(u+ uy)zyn| do
—|—a/ (I — H)(Ju+ u®(u+u))|ndS
r
:/ fOnd;v—i-/gndS Ve Vo Ls(I), (2.1)
7 r

where the parameters a, b, 0 and functions wu., fo, g satisfy the hypothesis
Hs. a>0,b6>0,0>0, fo € La(2), g € Loo(I'), ux € Wi (02).

Analogous to (2.1) problems arise in conductive-radiative heat transfer, see,
for instance, M. Laitinen and T. Tiihonen [9], K. Birgelis [3], C. Mayer and
others [10] and references therein.

3 Modified Problem

In [3, 9] it was shown that if functions fy, g, u. belong to a given set Mp,
elements of which are of practical interest, then the solutions ug of (2.1) are
bounded and there exists a constant w,,., such that

0 < up(x) + use(2) < Uppaz Vo € 0.

More than that, by using special truncated trial functions

1, if n(z) >,
nr(z) =< nx)/r, f —7 <n(z) <, (3.1)
_17 if 77(35) < =T,

in [3] it was shown that the “linearized” homogeneous problem
/ [a(Vv, V) + bug,n| dz + o’/ [(I—-H)(ow)|ndS=0 VneVy (32)
7 r

with an arbitrary nonnegative a € Loo(I") has only a trivial solution in V5.
Therefore, for cases of practical interest we can pass to the modified problem
with respect to u € V5

/Q[a<V(u-|—u*),V?7>+b(u+u*)z377] dw+a/ (I = H)($(u+w))]ndS

r

=({f.m) VneVa, (3.3)

where the element f € (V5)" is given and the function 1 satisfies the hypothesis
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132 K. Birgelis and U. Raitums

Hy. ¢ € CH1(R) and there are constants Uz, fi1, f2 such that
0<y'(t) < VEER;
$(0)=0,  P(t)=p1, f [t = vmas;
[0 (t1) — ' (t2)| < polts —ta| Vi1, 12 €R.
By construction, for cases of practical interest the modified problem (3.3) has
the same solution ug as the original problem (2.1). Later we shall show that

under hypotheses Hy—H, the problem (3.3) has the unique solution. Hence, in
what follows we shall consider the problem (3.3) under hypotheses Ho—Hy.

4 Linearized Equation

Let us denote, for fixed constants p and § = 0 or 1, by A(u) the set of linear
operators

Aa: Vo= ()", pli=——

defined as
(o)) = [ [alV0,91)+ buyyy] da
+0/ avndeJG/ H(av)ndS VneVy (4.1)
r r

with some o € Loo(I), 0 < a < pi. Our most interest is for p = 2 and p = 4/3.

From hypothesis Hy it follows that (V,)* is isometrically isomorphic to V,
for 4/3 < p < 4, see, for instance, Adams [1, Th. 3.10, p. 50]. Since the spaces
Vp, 1 < p < oo are reflexive (as closed linear subspaces of reflexive spaces), see,
Adams [1, 1, Th. 35, p.47], then the conjugate operator (Ay)* : Vpy — (V,,)*
has the representation

(A = [ [alV0, 90) + buy] do

2

+0/ avndS—oH/ Hn)ovdS Yv eV, (4.2)
r r

Lemma 1. All operators A, € A(p) are invertible.

Proof. To begin with, we show that all operators Ag are invertible (we remind
that we consider only exponents 4/3 < p < 4 and the operators Ag for « = 0
are defined by (4.1) with § = 0). Indeed, we can represent the operator Aj as
A = Al + A5, where

(A0 += [ oy do VeV,

Due the embedding theorems, the operator A% is completely continuous and
due our hypothesis Hy the operator Aj is invertible. Hence, we can apply the
Fredholm alternative to Aj.
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If p < 2, we can in the equation
/ [a(Vn, Vv) + bpug, | dz =0 Vv e,
0

insert as v the function n what will give that n = 0. That is sufficient for the
invertibility of Aj.

In turn, if p > 2, analogous reasoning we apply to the operator Ag. This
way, the operators A4y and A are invertible.

Further, due the embedding theorems and H;, the operators A, — Ag and
A — A{ are completely continuous. Thus, again, it is sufficient to show that
the equation A,v =0 (or A%Ln = 0) has only the trivial solution.

If p > 2, we can in the integral equality

(Aa(v),n) =0 Vne Vy

insert the trial function n = v,, where v, is defined according to (3.1). After
passing to the limit 7 — 0, we obtain

(T/ alv|dS — 09/ sign(v)H (aw) dS < 0.
r r

If # = 0, then afv| =0 on I'; if § = 1, by virtue of Hy and Hélder inequality,
we have

/ aloldS < gllavlL ).
I

what is sufficient for av = 0 on I'. From here, our integral equality and
invertibility of Ay now follows immediately that v = 0.
If p < 2, then due the embedding theorems

[N L8/5(F) - (‘/2)* s

and from our integral equality and invertibility of Ag it follows that v € V5.
Now we can insert in our integral equality the function v, as the trial function
1 and, analogously as above, we get v =0. O

Theorem 1. Let the hypotheses Ho—Hs hold. Then there erists a constant
co, which depend only on u, such that for all operators A, € A(p) and all
pe(4/3,4]

AL || < co in the norm of L((Vp)* — Vj). (4.3)

Proof. Due the interpolation theorem of Riesz, see, for instance, Dunford and
Schwartz [5, Proposition 39, p. 579], it is sufficient to show the inequality (4.3)
forp=4/3 and p = 4.

Let us consider the case p = 4/3 and let us suppose that (4.3) does not
hold. That means there exist d > 0 and sequences

{vr} C Vs, {ar} C Loo(I) with0<a(z) <puVzxel,
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such that
1
sup (Au (00), ) = 7
[Inllv, <1
||”kHV4/3 =1, k=12,.... (4.4)

Without loss of generality, we can assume that due the embedding theorems
the sequence {v}} converges strongly in L7,5(I") to some vy and we can assume
also that the sequences {v;}, {ar}, {arvr} converges weakly to vy, ag, agug
in Vy/3, Lg(I") and Ly7/5(I") respectively.

After passage to the limit k¥ — oo in (4.4) we have

{(Aay(v0),m) =0 ¥ € Vi

If vy # 0, then we have a contradiction with Lemma 1. If vg = 0, then by
virtue of the convergence properties the terms in (4.4), which contain agvg in
(4.4) as elements of (V4)" converge to zero strongly as k — co what gives

sup {(Agvk,n)) — 0 as k — oo,
mllv, <1

||kaV4/3 :]-7 k:1,27

But that contradicts with Lemma 1. O

5 Further Properties of the Modified Operator

The variational equality (3.3) defines the operator F': Vo — V5,
(P s= [ [a(V(u+).n) +bo )] da

+a/ (7 — H)((u+w))]ndS — (f.n) ¥ € Va.
I

By virtue of H;—Hy the operator I is Frechet differentiable, for every u € V5
the Frechet derivative F’(u) belongs to A(u2), and the mapping v — F'(u) is
uniformly Lipschitz continuous, i.e., there exists a constant L, which depends
only on 2, I'; o, ps such that

HF’(ul) — F/(u2)H£(V2ﬁV2*) < LHu1 — UQH Yuq,ug € Vs.

More than that, Theorem 1 implies that there exists a constant cy, which
depends only on terms in Hi—Hj3 and the constant p; from Hy, such that
operators F’(u) are invertible and

[F' ()| < co Vu € Va.

Without loosing generality, we can assume that these estimates hold for
operators F' with arbitrary operators H, which satisfy Hi1—Hs, including the
case H = 0.
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Obtained properties allow to apply various damped Newton methods for
solving (3.3).

For convenience of the reader and to illustrate how the constants ¢y and
L appear in the algorithm, which we propose, we present below the standard
proof for the convergence properties for the damped Newton method. The
reasoning, which we apply, in essence is the same as in R.E. Bank and D.J. Rose
[2, Section 1], see also C.T. Kelley [7, Section §].

Lemma 2. Let X, Y be Banach spaces and let F : X — 'Y be such that
(i) F is continuous and has the continuous Frechet derivative F'(-);
(ii) the operator F'(-) is invertible and there exists a constant ¢y such that

|(F (= <cyp Ve X;

-1
) HL(Y—>X)
(iil) there exist a constant L such that

||.7:,(171)*]:, SLHl’l 71’2H Va1, 20 € X.

(x2) ||L(X—>Y)

Then the iterative process

Flap)[vpsr —ap] = =M F(ar), k=1,2,...,

1
Ak = min{l;}, 5.1
SLEF ] oy
for every fized x1 converges to the solution xq of the equation
F(x)=0

with the rate of a geometric progression with the quotient

1 1
G< max{; 1— }
2T AL F]
Proof. From (5.1) and Taylor’s formula we have

F(opy1) = Flor) — AF (vr)
+/ []:/(3% +t(xpg1 — l'k)) — ]:'(xk)](ka — xy) dt,
0

[es1 — @l < Arco|F (@),
what gives
[Frnll < (= M)l F )| + LR |7 ) [
From this inequality and the choice of \; immediately follows that
1/2, if Led||F ()| < 1/2,
[l < |17l {1 — 1/(4LE||F(xx)[), otherwise,

From here, boundedness from below of Ag, (5.1) and (ii) the statement of
Lemma follows. O

Math. Model. Anal., 17(1):128-139, 2012.
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Remark 1. Obviously, if the value of || F(z1)] is sufficiently small, then (5.1)
coincides with the Newton iteration process.

Remark 2. Hypothesis Hy and Theorem 1 ensure that the variational equality
(3.3) define an operator F : Vo — (V3)", for which the assumptions of Lemma 2
hold. Therefore, the equation (3.3) for every right hand side in (V3)" has a
solution v € V5. More than that, from H, it follows that for every chosen
v,u € Vo

/lF’(u+tv)dt € Ap)
0

with ¢ = p1 and # = 1. That is sufficient for the uniqueness of solutions
of (3.3).

6 Iterative Process

We propose the following two level iterative process. Consider the operator
F :Vy — (V2)* corresponding to our modified variational equality (3.3),

(F(u), ) = /Q [a{V (4 10.), V) + bt + )] dt
o /F [+ u.) — Hb(u+u,))]ndS — (f,n) ¥n e Va, (6.1)

where f € (V3)" is fixed and the function ¢ satisfies Hy.
The first level of iterations consists of

/ [a<(Vvk+1 — Vg, Vn) + b(Vk 125 — vkmg)n] dx
e
to / W (0k + ) (Va1 — o) dS
r

= )\k{/ [a{V vk, V1) + bue,n] dz + U/ Y(vg + us)ndS — ((fm,n>>}
(] r
VneVy k=1,2,..., (6.2)

with some f,,, € (V2)*, where the parameter )\ is chosen according to Lemma 2
for the operator Fy : Vo — V5,

(Fo()n) = [ [a(V(0 1), Vi) 5 b(o -+ w)agn] da 0 [ 0o+ s,
Q r
The second level of iterations consists of

/ [a<v(um+1 + U*), Vﬂ> + b(uerl + u*)m??] dx + 0/ ¢(um+1 + u*)77 ds
2 r
- /F H((um + wa))ndS — (fon) ¥ne Ve, m=1,2,.... (6.3)

The iteration process (6.2) gives the passage from u,, t0 u;,+1 in the iter-
ation process (6.3).
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Here we treat the solution of the equation A, (v) =1, 1 € V5 with 6 =0
as a basic procedure. It is clear, that we can not avoid something alike as
the realization of the projection operator IT : Ly(2;R?) — {f € La(£2;R?) |
f = Vu, u €V} and the realization of A;' with § = 0 is very similar to the
realization of IT.

It remains to show that the iteration process (6.3) converges. Let us denote

5m+1 = Um41 — Um, W41 1= w(um+1 + u*) - Q/J(Um + u*)7 m=1,2....

Then (6.3) gives

/ [a<V5m+1, Vn>+b5m+1x3n] da:Jra/ Wpe1ndS = / H(wy,)ndS. (6.4)
1) r r

By inserting in (6.4) as trial functions n = (d;,41)-, defined according to (3.1),
and passing to the limit 7 — 0 we have

O'/ |wWima1]dS < O'/ sign(dpm+1)H (wp,) dS.
r r
From here and H, it follows immediately that

lwmtllzy(ry < dlwmllzr < ¢ Hwillzyry, m=1,2,....

Because Ly (I') C V3 we can apply Theorem 1 to (6.3) (treating wy,41 and
wy, as known parameters), what gives that

16mi1llve,e <crg™ ', m=1,2,...,
where the constant ¢; does not depend on m.

In turn, from Hy it follows that |w,,| < p1|d.,|, what together with the
embedding theorems ensure that elements w,, 1 and H(w,,) belong to V5 and
their norms in this space are majored by cog™ ! and cog™ 2 respectively, where
the constant ¢y does not depend on m.

Now, from Theorem 1 it follows that there is

||5m+1||V2 - ||um+1 _um”VQ S CSqm727 m = 2337"'3
what is sufficient for the convergence of the sequence {u,, } in V5 to the solution
of the equation (3.3).

7 Numerical Tests

To illustrate performance of the iterative procedure described in the previous
section we carried out some numerical tests for a real life problem taken from [4],
where treatment of glass fabric sheets at high temperature is modeled.

Problem setup we took almost the same as in case of the original problem.
By §2 := (—0.55,0.55) x (—0.0001,0.0001) x (0,3) we denote thin glass fabric
sheet, which is treated at high temperature in a special furnace. Geometry of
the furnace we took very simple:

Q25 = ((—0.715,0.715) x (—0.15,0.2) x (0,3)) \ £2.

Math. Model. Anal., 17(1):128-139, 2012.
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Table 1. Inner and outer iterations.

m=1 m =2 m =3

Residual 68480.47 13896.73 2928.82
Residual Ak Residual Ak Residual Ak

k=1 68480.47 0.29 13896.73 1 2928.82 1
k=2 55044.67  0.36 1075.27 1 3738 1
k=3 36660.21 0.54 5.43 1 0.007 1
k=4 18467.04 1 0.0005 1 0.0005 1
k=5 3249.37 1 - - - -
k=6 274.20 1 — — — —
k=17 2.63 1 — — - —
k=38 0.0005 1 - - - -

By I, := (002;\ 002) N {0.1 < x5 < 1.3}, we denote a heater of the furnace,
where about 1100K high temperature is applied. Let us also define:

I}]:zﬁﬂ{m:O}, Fllzﬁﬂ{ifg:?)}, F:&Q\(FOUH)

and a := 1.38, b := 250767.66, ¢ := 5.67 x 1078, € := 0.91.

To model temperature of the fabric sheet various aspects of heat transfer
must be encountered in the model. Heat transfer by conduction and convection
take place in {2y due to pulling of the sheet with constant speed through the
furnace. At the same time, considerable radiative heat flux exists on the fabric-
air interface I and the heater-air interface I, due transparency of air for heat
radiation and high working temperature of the heater. Nevertheless, it is easy to
see, that previously defined problem easily fits under the model problem (1.1).

It is also clear that for described test problem hypotheses Ho—H3 are sat-
isfied. Indeed, (2 is a rectangular parallelepiped, therefore Hy holds. Prop-
erties Hy, Hy can be proven by techniques proposed by M. Laitinen and
T. Tiihonen in [9], where it is shown that, if I" is not a closed surface, then
IHl zz,(ry—r,ryy = ¢ < 1 for every 1 < p < oo. Obviously, Hz is also
satisfied.

For discretization of the test problem described above we used finite volume
approach (see [11]). Our example has only illustrative character, therefore the
accuracy of approximations was not the issue here and we used only 36 x5 x 108
cell centered grid for discretization of the problem.

In Table 1 we summarized convergence results for few starting outer iter-
ations. As it is easy to see from these results, if residual of inner iterations
exceeds certain level, then calculated Ay is less that 1 and overall convergence
rate is relatively slow (as for the case m = 1). Nevertheless, after residual drops
to certain level, Ay becomes equal to 1 and following inner iterations become
pure Newton iterations making further convergence very fast.
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