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Abstract. This paper deals with the existence of traveling wave fronts for a gen-
eralized KdV-mKdV equation. We first establish the existence of traveling wave
solutions for the equation without delay, and then we prove the existence of trav-
eling wave fronts for the equation with a special local delay convolution kernel and
a special nonlocal delay convolution kernel by using geometric singular perturbation
theory, Fredholm theory and the linear chain trick.
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1 Introduction

In the past few decades remarkable progresses have been made in understanding
the KdV equation, it can be considered as a paradigm in nonlinear science
and has many applications in weakly nonlinear and weakly dispersive physical
systems. The Korteweg—de Vries (KdV) equation

Ui +aUU; + Ugge = 0,

which was first suggested by Korteweg and de Vries in 1895 [11], they used it
as a nonlinear model to study the change of form of long waves advancing in a
rectangular channel and given the solitary wave solution.

The standard form of the Burgers-KdV equation was first proposed by
Johnson in [10] who derived the equation as the governing equation for waves
propagating in a liquid-filled elastic tube

Ui +aUU, + BULy + sUzzr = 0, (1.1)
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where «, 5 and s are real constants with af8s # 0. Moreover, traveling wave
solutions of equation (1.1) was analyzed in [6]. Equation (1.1) is usually con-
sidered as a combination of the Burgers equation and KdV equation, if we let
a#0,8+#0,and s =0 in (1.1) we can get the Burgers equation

U, + aUU, + BU,, = 0,

which is named after its use by Burgers for studying turbulence in 1939 [3].
The so-called compound Burgers-Korteweg—de Vries (¢cBKdV) equation [5]
has the following form

U +aUU, + /BU2U(E + MUa:m + 8Uzze = 0,

where «, 8,  and s are real constants. The first term is the instationary term.
The second and third ones are two nonlinear convective terms with different
orders. The fourth is the so-called viscous dissipative term, and the coefficient
u refers to a positive quantity and denotes the viscosity. The last one is the
dispersive term, presents the dispersion effect.

Let us consider the generalized Korteweg—de Vries—modified Korteweg—
de Vries (KdV-mKdV) equation [1] — [13]

Us + (a + BUP + yU?P)U, + Uy = 0, (1.2)

where p > 0, o,  and 7y # 0 are real constants. When p =1, a # 0, 8 # 0 and
v =0, Eq. (1.2) becomes the generalized KdV-mKdV equation

Ut +aU; + BUU, + Upgy = 0.

In [13] the G’/G-expansion method is introduced to construct more general
exact traveling wave solutions to the generalized KdV-mKdV equation with
any-order nonlinear terms. As a result, hyperbolic function solution, trigono-
metric function solution and rational solution with parameters are obtained.
When the parameters take up special values, the solitary waves are also derived
from the traveling wave solutions.

Li and Wang used sub-ODE method to obtain the bell type solitary wave
solution, the kink type solitary wave solution, the algebraic solitary wave so-
lution and the sinusoidal traveling wave solution of a generalized KdV-mKdV
equation (GKdV-mKdV) with high-order nonlinear terms in [12].

The soliton perturbation theory is used in [1] to study the solitons that
are governed by the generalized Korteweg—de Vries equation in the presence of
perturbation terms. The adiabatic parameter dynamics of the solitons in the
presence of the perturbation terms are obtained.

Traveling wave solutions to the different types of KdV equation have been
studied extensively and many other powerful methods have been established
and developed, for example, Bendixson theorem [7], Amplitude ansatz method
[19], Qualitative theory [17], Numerical methods [4] and so on.

Geometric singular perturbation theory [8] has received a great deal of inter-
est and has been used by many researchers to obtain the existence of traveling
waves for different equations, such as [2,14,16,18,20].
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Song, Peng and Han [18] used geometric singular perturbation theory, Fred-
holm theory and the linear chain trick to investigate the existence of traveling
wave fronts for the following diffusive single species model

2
% = % +ru[l —ai(f *u) — ao(f *u)?],
where the parameter D, r, a1, as are positive constants, the convolution f *u
is taken to be different cases.
Motivated by the above reasons, the purpose of this paper is to establish the
existence of traveling wave solutions for the following KdV-mKdV equation by
the method in [14, 16, 18]

where afy # 0, ¢ > 0 is the wave speed, Uy, is the viscous dissipative term.

The remaining part of this paper is organized as follows. In Section 2, we
present geometric singular perturbation theory which is important to obtain
our main results. In Section 3, we investigate Eq. (1.3) in three forms: without
delay, with a special local delay convolution kernel, with a nonlocal weak generic
delay kernel. The existence of traveling wave solutions for it are obtained by
using geometric singular perturbation theory, Fredholm theory and the linear
chain trick.

2 Preliminaries

In this section, we introduce the following result on invariant manifolds which
is due to Fenichel [8].

Lemma 1 [Geometric Singular Perturbation Theorem [8]]. For the sys-

tem
{I/(t) = f(l‘?yv 6);

V(1) = egla,y, o), 21)

where © € R™, y € R' and € is a real parameter, f, g are C> on the set
V x I where V€ R" and I is an open interval, containing 0. If when € = 0,
the system has a compact, normally hyperbolic manifold of critical points My,
which is contained in the set {f(x,y,0) = 0}. Then for any 0 < r < 400, if
€ > 0, but sufficiently small, there exists a manifold M, satisfying

(I) which is locally invariant under the flow of (2.1);
IT) which is C" in x, y and €;
( 'Y ;

(II) M. = {(z,y): @ = h(y)} for some C" function h*(y) and y in some
compact K ;

(IV) there exist locally invariant stable and unstable manifolds W*(M.) and
W¥(Me) that lie within O(e), and are diffeomorphic to, W?*(My) and
W (Moy).

Math. Model. Anal., 19(4):509-523, 2014.
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3 Existence of Traveling Wave Solutions

In this section, we will establish the existence of traveling wave solutions for
Eq. (1.3) in three cases: without delay, with a special local delay convolution
kernel, with a nonlocal weak generic delay kernel.

3.1 The model without delay

In this section, we will prove the existence of traveling wave solutions for
Eq. (1.3) without delay, i.e.,

Uy + aU, + BUU, + Uy + Upgy = 0. (3.1)

Substituting U(z,t) = ¢(z) (z =z + ¢t and ¢ > 0) into the Eq. (3.1), then we
obtain the following traveling wave equation

(c+a)d' + Bod’ + 79" + ¢ = 0.
It can be integrated once to yield the equation

B

(c+a)p+ 5¢>2 +7¢' +¢" =0,

which is equivalent to the following system of first-order equations

¢ =1,

153 (3.2)
Y= —(c+a)p— S~
where’ = L It has two equilibria F (0,0) and Eg(—%(c—i—a), 0). The following

result shows that there is a traveling wave solution of system (3.2) connecting
E1 and EQ.

Theorem 1. Assume that 0 < o+ ¢ < 7;, c>0, <0,y <0, then, in the
(¢,%) phase plane for system (3.2), there is a heteroclinic orbit connecting the
two equilibria E1 and Es. The heteroclinic connection is confined to ¢ > 0 and

the traveling wave ¢(z) is strictly monotonically increasing.

Proof. Linear analysis of system (3.2) shows that Fj is a node (under the
condition on ¢) and FEs is a saddle. To establish the existence of a heteroclinic
orbit connecting the two equilibria for ¥» > 0, we shall show that, for a suitable
value of A > 0, the triangular set

Q- {w,w): 0<o<-2icta), oswsw}

is negative invariant. Let f be the vector defined by the right-hand sides of
system (3.2) and n be the inward normal vector on the boundary of 2. We
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only need to consider the side ¥ = Ap, 0 < ¢ < —%(c + «) of the triangle and
have

P71 = (Lt ago g2 ) O Do

=\¢+ (c+a)p+ §¢2+7>\¢ < O[NP+ + (c+a)].
It is obvious that A2 + v\ + (¢ + «) = 0 has two real positive roots with 0 <
A1 < Ap provided c+a < 772. This implies that fﬁ) < PN+ A+(c+a)] <0

provided 0 < A; < A < Ay. Thus, one branch of the unstable manifold of E5
enters the region {2 and joins F; to form a heteroclinic orbit. 0O

3.2 The model with local delay

In this section, we will prove the existence of traveling wave solutions for
Eq. (1.3) with a strong local delay kernel by using geometric singular per-
turbation theory and the linear chain trick. The convolution f * U is defined
by

(f*U)(x,t):[ F(t = 8)U(x, ) ds,

where the kernel f : [0,+00) — [0,400) satisfies the following normalization

assumption, f(¢) > 0 for all ¢ > 0 and fooo f(t)dt = 1. Note that the normal-

ization assumption on f ensures that the uniform non-negative steady-state

solutions, which are U; =0, Us = —%(c + ), are unaffected by the delay.
The kernel

f(t):%e*% and f(t):%e*%

are frequently seen in the literature on delay differential equations (see [16,18,
20]). The first of two kernels above is sometimes called the weak generic delay
kernel and the second one is the strong general delay kernel.

Theorem 2. Assume that 0 < a+ ¢ < VTQ, c>0,8<0,v<0, then for any
sufficiently small 7 > 0, the equation (1.3) with the strong local delay kernel
has a traveling wave solution U(z,t) = ¢(x + ct) connecting two equilibria 0
and —%(c + ).

Proof. We consider the diffusive integro-differential equation (1.3) with the
strong local delay kernel

The parameter 7 > 0 measures the delay, which implies that a particular time
in the past, namely, 7 time units ago, is more important than any other, since
the kernel achieves its unique maximum when ¢ = 7. Equation (1.3) becomes

‘ t—5 _t-s

e T U(z,s)ds + YUszy + Ugza = 0.

Uy + U, +6Um/

—o0 T

Math. Model. Anal., 19(4):509-523, 2014.
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A traveling wave front of it is a solution of the form U(x,t) = ¢(z), where
z = x +ct, ¢ > 0 is called wave speed, ¢(z) is monotone increasing and it
satisfies

(c+a)g’ +B(f* )¢ +7¢" +¢" =0
¢p(—o0) =U1,  ¢(o0) =Us.

It can be integrated once to yield the equation

(c+ a)+ S6(7 #8) 476 +4" =0, (33)
where o
frgp= /O ﬁe—%(z — ct) dt. (3.4)

If we define n = (f % ¢)(z), then differentiating with respect to z, we can obtain
that

dn 1
D= —(e-m), (35)
where
1
&(z) = / e T (z — ct) dt. (3.6)
0 T
Differentiating both side of it with respect to z, we obtain
dg 1
Z=—(-0 (37)

Define ¢’ = 1p. Then from (3.5) and (3.7), the traveling wave equation (3.3)
can be replaced by the following system

¢z =¢7
_ B
wz - 7(C+ Oé)¢ - §¢2 - f}/wa (38)
CT)z :§_777
et = ¢ —¢.

Note that when 7 — 0, then it can be seen that  — ¢ (this can be most
easily seen by examining (3.4) and (3.6). Thus, in this limit, we arrive at the
non-delay version of the model

o=, g
Y= —(cta)s— S -y 39

It has been proved that the system (3.9) has a traveling wave solution connect-
ing Fy and Es in Theorem 1. When the 7 is non-zero, we will show that (3.8)
has traveling wave fronts for sufficiently small 7 > 0 by the geometric singular
perturbation theory. For 7 > 0, (3.8) has two equilibria in the (¢, 1,7, ) phase
space, i.e.

(d), w, 1, 5) = (07 Oa 07 0)7 (¢, w, 1, 5) = (UQa 07 U27 UQ)
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Note that when 7 = 0, (3.8) does not define a dynamical system in R*. This
problem may be overcome by the transformation z = 7s, under which the
system becomes

¢s :Tﬁ%

e =T|—(c+a)p— gdmf“ﬂb ) (3.10)
cns =6 —m,

ks =¢—&.

We refer to (3.8) as the slow system and (3.10) as the fast system. The two
system are equivalent when 7 > 0. If 7 is set to zero in (3.8), then the flow of
that system is confined to the set

MO = {(¢7¢7na€) €R47 77:57 §:¢}7

which is a two-dimensional invariant manifold for system (3.8) with 7 = 0.
In order to obtain a two-dimensional invariant manifold for sufficiently small
7 > 0 by geometric singular theory, it suffices to verify the normal hyperbolicity
of My. The linearized matrix of (3.10) restricted to My is

0 0 O 0
0 0 O 0
oo -+ 1
1 1
¢ 00 -2
An easy calculation shows that the matrix has four eigenvalues: 0,0, —%, —%,

the number of the eigenvalues with zero real part is equal to dim M, and the
other eigenvalues are hyperbolic. So it is easy to check that the manifold
My is normally hyperbolic by the method of [9]. From geometric singular
perturbation theory, it is obvious that there exists a sub-manifold M, of the
perturbed system (3.8) of R* for sufficiently small 7 > 0, which can be written
as

M. = {(¢,9,1,€) € R', n=E+9(,4,7), &€ =6+ h(¢,9,7)},
where the functions g, h satisty

g(u,u,0) = h(u,u,0) =0.

Thus the functions g and h can be expanded into the form of a Taylor series
about 7

9(¢7¢77) = 791(¢7¢) + TQQQ(QS?’L/J) + - )
h((,b,’ll),’l') :Th1(¢ﬂ/))+72h2(¢7¢) +ee (311)

Substituting n = £ + g(é, ¥, 7), £ = ¢ + h(¢p,v, 7) into the slow system (3.8),
we have

er{(L+ 5+ 52) 0 (5 + o) e+ 0o - Goto+ h+.g) = vul}=—g,
g

er{(1+ %)w + 27}; [+ a)p— oo+ h+g) =]} =—h  (312)

Math. Model. Anal., 19(4):509-523, 2014.



516 Y. Xu and Z. Du

Combining (3.11) with (3.12) and comparing coefficients of 7 and 72, we have

g1 = —C% g2 = 202 [_(C+a)¢_ §¢2 _wa]a
hy = —cth, hy =2 [—(c—i— a)e — §¢2 - w}. (3.13)

The slow system (3.8) restricted to M. is given by

o=,
{w' = (et )0~ Do +htg) 0, (344

where g and h is given by (3.11) and (3.13). Obviously, the system (3.14) is
simplified to the corresponding non-local system (3.9) when 7 = 0. It is easy
to see system (3.14) has two equilibria points (¢, 1) = (0,0) and (f%(0+a), 0)
for any sufficiently small 7 > 0.

In the following, we will prove that there exists a heteroclinic orbit connects
the two equilibria, then the equation (1.3) has a traveling wave solution connect
0 and —%(c + a).

The system (3.14) can be written as

¢ =1,
{w’ = 9(g.1h,e,7), (3.15)
where 7 = 2. Notice that ®(¢,v,¢,7) = —(c + a)p — gqbz — ). From

Theorem 1, we know that traveling wavefronts of (3.15) exist when 7 = 0.
Therefore, in the (¢,1) phase plane, it can be characterized as the graph of
some function w, which means when 7 = 0, ¥ = w(¢, ¢). By the stable man-
ifold theorem, for sufficiently small 7 > 0, we can still characterize the stable
manifold at (—%(c + «),0) as the graph of some function ¢ = wi(¢,c,7),
where wl(—%(c + a),¢,7) = 0. Furthermore, based on continuous dependence
of solution trajectories on parameters, the manifold must still cross the line

¢ = —%(c + a) somewhere provided 7 is sufficiently small.

Similarly, let ¥ = wa (¢, ¢, 7) be the equation for the unstable manifold at the
origin. It satisfies wy(0,¢,7) = 0 and it must also cross the line ¢ = —%(c—l— @)
somewhere for suitable sufficiently small 7. Hence

’LU1((Z5, C,O) = w2(¢7 ¢, 0) = ’lU((b, C). (316)

For the unperturbed problem, fix a value of ¢ = ¢* < % — a, so that the
equation of corresponding front in the phase plane is ) = w(¢, ¢*). In order to
show that a heteroclinic connection exists in the perturbed problem (7 > 0),
we only need to prove that there exists a value of ¢ = ¢(7), near to ¢*, so that
the manifold w; and ws cross the line ¢ = —%(c—&—a) at a point. We will use the
implicit function theorem to prove there exists a unique wave speed ¢ = ¢(7).
For this purpose, we construct auxiliary function

F(e,7) =w (—%(choz),c,T) fwg(—%(cha),c,T).
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Next, we only need to verify %—f
it is easy to know

A _ W (e
o~ v

~d [ Owy . 0 (0w

ld¢<8c(¢,c ,0))80 (8¢5(¢’ 670)) e
0 c+a Be*
ac<w1(¢,0,0)¢2w1(¢,c,0) FY> *

[ dlet+a) B\ [(Owr,, )
(2*mﬂ>(acwﬂ’”)wa¢ay

wy
Integrating it from ¢ = —%(c +a)to o= —%(c + «), we have

dui(_cta .
dc ﬂ yC oy

_ 2(cta)
s / g
wi (s, c*) — e

Similarly, we have

dus (eva g
ac /6 ) I

cta
s e  Bs?+2s(c+a)
=—— — ———————=ds | dz. 3.18
el e""( /_ 2wtz o) B1)

From (3.17) and (3.18), one has

OF  _ 0w cta | COwa [ cta |
ge 0 = ac( 3 ’c’0> ac( B ’C’O)

_ 2(cta) R 9
s B Bs? +2s(c+ «)
=— exp| — ——————*ds|dz
0 Jo e 2(5,07)

> 0.

(c+,0) 7 0. Use the system (3.14) and (3.16),

) (@(qs,wl(as,c,oxcm))

. Oc w1 (¢, ¢, 0)

c=c*

c=cC

1

z 2 2
exp(_ / 58+5<C+a>ds>dz, (317)
_ctao
B

2w?(s, c*)

Thus the equation (1.3) with the strong general delay kernel has a traveling
wave solution U(z,t) = ¢(x + ¢t) connecting two equilibria 0 and —%(c + )
for any sufficiently small 7 > 0. O

3.3 The model with nonlocal delay

In this section, we will prove the existence of traveling wave solutions for
Eq. (1.3) with a nonlocal weak generic kernel by using geometric singular per-
turbation theory, the Fredholm theory and the linear chain trick. The convo-
lution f * U is denoted by

o= [ [ T fe -yt — Uy, s)dyds,

Math. Model. Anal., 19(4):509-523, 2014.
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where the kernel f : [0, +00) — [0,400) satisfies the following normalization
assumption, f(¢) > 0 for all ¢ > 0 and

[ [ stnyaea =1

Note that equations of various types can be derived from Eq. (1.3) by taking
different delay kernels. For example, when taking the kernel to be f(z,t) =
0(z)d(t), where 0 denotes Dirac’s delta function, then Eq. (1.3) becomes the
corresponding undelayed perturbed KdV-mKdV equation

While taking f(z,t) = 6(z)é(t — 7), Eq. (1.3) becomes the following equation
with discrete delay

Ui+ aUy, + BU(x,t — 1)Uy + YUy + Ugaz = 0.

We consider the two special kernels

1 221 t 1 22 t t
fl(x7t)_ \/me a 7_6 T f2(x7t)_ \/me a 7_26 T (319)
where 7 > 0 in each case. The first of two kernels above is sometimes called the
weak generic delay kernel and the second one is the strong general delay kernel.
The two kernels have been frequently used in the literature (see [2,9,15,18]).
In this section, we will consider the condition that Eq. (1.3) with the fol-
lowing weak generic delay kernel f;(z.t).

Theorem 3. For any sufficiently small T > 0, there exists the speed ¢ < % -«
such that equation (1.3) with the weak generic kernel has a traveling wave
solution U(x,t) = ¢(x + ct) connecting its two equilibria 0 and —%(c + a).

Proof. We can define that

_@p? 1 i-s
P fe_tTU(y“s) dy ds.
T

O A ==

Through the direct calculation (see [18]) we have

V= Vew b (U V)
So Eq. (1.3) can be written as
Ui+ aUy + BV Uy + YUse + Uzz = 0,
Vi Ver = (U~ V) =0,

In order to find the traveling wave solution, taking U(z,t) = ¢(2),V(x,t) =
¥(2), z =x + ct and ¢ > 0, then we obtain the flowing system

(c+a)d + vg +~¢" +¢" =0,

3.20
el 9 = (9~ ) =0, 20
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where ' = d%, under the boundary value conditions

lim (¢(2),4(2)) = (0,0),

. 2 2
i (6).66) = (-34S +a)).

The first equation of the system (3.20) can be integrated once to yield the
equation

(e o)+ D476+ =0,
then we get the following two second order ordinary differential equations
(e a)o+ 500 +96 + 6 =0,

Y-l (6 - ) =0,

By defining new variables ¢’ = ¢1, 1)’ = 1)1 the system can be formulated as

¢I = ¢17
$h = e+ a)o— Do — o1,

, (3.21)
¢ = ¢17

1
v = ety = ~(6 = ).
Let e = /7 and define new variables

U =¢, uz=¢, vi=1v, vz=¢eY1,

thus the system (3.21) can be cast into standard form for a singular perturba-
tion problem

u) = ug,

/ P — _— — R
uh = —(c+ a)uy 2u1v1 Yo, (3.22)
EV] = vg,

evh = cevy — (u1 — v1),

which is called a slow system. When € = 0, the system becomes

u) = ug,

/ (3.23)
uh = —(c+ a)u; — S UL = YUz,

which has a heteroclitic orbit connecting its two equilibria (0,0) and (f%(c +

«),0) from Theorem 1. What we will prove is that the system (3.22) has a

traveling solution connecting (0,0,0,0) and (f%(c + a),O,f%(c + «),0) for

sufficiently small 7 > 0. Note that when ¢ # 0, it do not define a dynamic

Math. Model. Anal., 19(4):509-523, 2014.
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system in R*. This problem can be overcome through the transformation & =
en, under which the system (3.22) becomes

UL = EUs,
s = —(c+ a)eu; — ésulvl — yeus

2 ’ (3.24)
U] = g,

Uy = cevg — (ug — v1),

where - denotes the derivative with respect to 1. The system (3.24) is called a
fast system. The slow system (3.22) and fast system (3.24) are equivalent when
e > 0. Let ¢ — 0 in system (3.22), then the flow of system (3.22) is confined
to the set

My = {(U1,’LL2,U1,U2) S R47 v =0, v, = Ul},

which is a two-dimensional invariant manifold for system (3.22) with ¢ = 0.
In order to obtain a two-dimensional invariant manifold for efficiently small
€ > 0 by geometric singular theory, it suffices to verify the normal hyperbolicity
of Mp. The linearized matrix of (3.24) restricted to My is

o
o O o o
_ o O O
o = O o

-1

which has four eigenvalues: 0,0, 1, —1, the number of the eigenvalues with zero
real part is equal to dimMj and the other eigenvalues are hyperbolic. So it
is easy to check that the manifold My is normally hyperbolic by the method
of [9]. From geometric singular perturbation theory, it is obvious that there
exists a sub-manifold M, of the perturbed system (3.22) of R* for sufficiently
small € > 0, which can be written as

ME = {(Ul,Ug,Ul,’Ug) € R4a V1 = U + f(uhu?vg)? V2 = g(u17u275)}7
where f, g depend smoothly on ¢ and satisfy
f(u1,u2,0) = g(u1,uz,0) = 0.

Thus the functions f and g can be expanded into the form of a Taylor series
about ¢

f(ulaUQ,g) =cfy +€2f2+"' s
g(ur, ug,e) = g1 + g+ . (3.25)

Substituting v1 = u1 + f and vy = ¢ into the slow system (3.22), we have

ELiLfluZ =+ SL(_(C+Q)U1 - §u1(u1 +f) —’YU2) +“2] =9
a{aauglug + 6%92 (—(c+ a)uy — §UI<U1 +f) - 7”2)] =ceg+ f. (3.26)
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Combining (3.25) with (3.26) and comparing coefficients of ¢ and €2, we have

fi=0,  fo=—cu; —au; — 51@ —cug —yua, g1 =u,  ga=0.

Hence we have
f=¢e? (—cul —auy — guf — cug — ’}/UQ) + 0(52), g =cus + 0(62). (3.27)

The slow system (3.23) restricted to M, is given by

uy = ug,
, 8 (3.28)
uy = —(c+ a)uy — §U1(U1 + f) — yuz,

where f is given by (3.27). Obviously, the system (3.28) is simplified to (3.23)
when € = 0. Tt is easy to see system (3.28) has two equilibria (u1,us) = (0,0)
and (—%(c + @), 0) for any sufficiently small € > 0. In the following, we will
prove that there exists a heteroclinic orbit connects the two equilibria, then the
equation (1.3) has a traveling wave solution connect 0 and —%(c + a). We set

up =ug + g4, Uy = g + €2 + -+ -

Substituting into (3.28), we find that, comparing the coefficients of €2, the
differential equation system determining ¢ and v is

% (i> " <(C+a;)+ Buo _71 ) <Z> B <—§U0f‘?(uo,ﬂo) > ;o (3.29)

where F(ug, ug) = —cug — aug — gu% — clig — Yug and we shall show that this
system has a solution satisfying ¢(£o0) = 0 and ¥ (+o0) = 0.

Let L? denote the space of square integral functions, with inner production
o]
/ (z(2),y(2)) dz,
— 00

(-,-) being the Euclidean inner product on R?. From the Fredholm theory, we
know that (3.29) will have a solution if and only if

/O:o (x(z)’ <—§“0£(U0ﬂ70) )> 42 =0,

for all functions z(z) € R? in the kernel of the adjoint of operator I defined by
the left-hand side of (3.29). It is easy to verify that the adjoint operator I* is

given by
r=—-— ) 3.30
P ( -1 v (3.30)
and thus to compute Kerl* we have to find all 2(z) satisfying
dx(z) 0 (c+a)+ Bug
= . 1
e G A R TC! (3.31)
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the general solution of which will be difficult to find because the matrix is
nonconstant. However, we are only looking for solutions satisfying z(+oc0) = 0
and, in fact, the only such solution is the zero solution. Recall that ug(z) is the
solution of the unperturbed problem and although we have no explicit express
for it, we do know that it tends to zero as z — —oo. Letting z — —oo in (3.31),
the matrix becomes a constant matrix, with eigenvalues A satisfying
M-y A+c+a=0,

and, since ¢ + a < %, the eigenvalues are therefore both real and negative.
Hence, as z — —o0, the solution of (3.31) other than the zero solution must de-
creasing exponentially for small z. So the only solution satisfying x(+oc0) = 0 is
the zero solution. This means, of course, that the Fredholm orthogonality con-
dition trivially holds and so solutions of (3.30) exist, which satisfy ¢(+o0) =0
and ¢(+o0) = 0. Therefore a heteroclinic connection exists between the two
non-negative equilibrium points (0, 0) and (— % (¢+«), 0) of (3.29) for sufficiently
small € > 0. Furthermore, when 7 > 0 is su£(31ently small a heteroclinic con-
nection exists between the two non-negative equilibrium points (0,0, 0,0) and
(—%(c—i— a),0, —%(C—i— «),0) of (3.21). Therefore, Eq. (1.3) with (3.19) exists
traveling wavefronts, which connect the two trivial equilibria u; and us. From
the above discussion, we can obtain Theorem 3. O
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