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Abstract. This paper is concerned with a technique for solving a class of nonlinear
systems of partial differential equations (PDEs) in the reproducing kernel Hilbert
space. The analytical solution is represented in the form of series. An iterative method
is given to obtain the approximate solution. The convergence analysis is established
theoretically. The proposed method is successfully used for solving a coupled system
of viscous Burgers’ equations and a nonlinear hyperbolic system. Performance of the
method is tested in terms of various error norms. In the case of non-availability of
exact solution, it is compared with the existing methods.
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1 Introduction

A large number of problems in science and engineering such as problems posed
in solid state physics, fluid mechanics, chemical physics, plasma physics, optics
and etc, are modelled as nonlinear PDEs or systems of nonlinear PDEs, see
e.g. [5, 7, 9, 14,15] and references cited therein.

Nonlinear systems of PDEs have attracted much attention in studying evo-
lution equations. Many authors have studied the analytical and approximate
solutions of nonlinear systems of PDEs by using various techniques. Some of
them are the methods of exp-function [13], Chebyshev spectral collocation [9],
radial basis functions collocation [7], compactly supported radial basis functions
collocation [20], Chebyshev pseudospectral multidomain [5], cubic B-spline col-
location [10], and Fourier pseudospectral [18].

The theory of reproducing kernels [1], was used for the first time at the
beginning of the 20th century by S. Zaremba in his work on boundary value
problems for harmonic and biharmonic functions. This theory has been suc-

http://www.tandfonline.com/TMMA
http://dx.doi.org/10.3846/13926292.2014.909897
mailto:m_mohammadi@math.iut.ac.ir
mailto:mokhtari@cc.iut.ac.ir


A RKM for Solving a Class of Nonlinear Systems of PDEs 181

cessfully applied for solving a bunch of problems, see e.g. [3, 6, 11, 12, 16] and
references cited therein.

In this study, a general technique is proposed in the reproducing kernel
space for solving the following class of nonlinear systems of PDEs:L1

(
u1(x, t)

)
=N1

(
x, t, U(x, t)

)
+ F1(x, t),

. . .
Lk
(
uk(x, t)

)
=Nk

(
x, t, U(x, t)

)
+ Fk(x, t),

(x, t) ∈ Ω=(a, b)× (0, T ] (1.1)

with the initial and boundary conditions

ui(x, 0) = 0, x ∈ [a, b], (1.2)

ui(a, t) = 0, ui(b, t) = 0, t ∈ [0, T ], (1.3)

where for i = 1, . . . , k, Li’s and Ni’s are linear and nonlinear differential oper-
ators, respectively, Fi(x, t) are given functions and U(x, t) = [u1(x, t), u2(x, t),
. . . , uk(x, t)]T is an unknown vector function to be determined. We assume
that (1.1) is of one-order derivative in t, and (1.1)–(1.3) has a unique solution.
we only consider the homogeneous initial and boundary conditions, because the
non-homogeneous initial and boundary conditions can be easily transformed to
the homogeneous ones. If we construct a function space, in which each function
u

i
(x, t) satisfies (1.2)–(1.3), we can solve (1.1) in the function space.

The advantages of the approach lie in the following facts. The method is
mesh free, easily implemented and capable in treating various boundary con-
ditions. The method needs no time discretization against [7,10] and any ODE
integrator against [5, 9, 18]. Therefore there is no concern about the stabil-
ity problem and also increasing the end of time T does not increase the CPU
time. Also we can evaluate the approximate solution Un,m(x, t) for fixed n
and m once, and use it over and over. The approximate solution also con-
verges uniformly to the analytical solution. Unlike the previous studies on the
reproducing kernel methods, we avoid having to practise the Gram–Schmidt
orthogonalization process. Then the required computational time can be some-
what saved.

The rest of the paper is organized as follows. In Section 2 a brief introduc-
tion of the reproducing kernel Hilbert spaces are represented. The problem solv-
ing, method implementation and verification of convergence of the approximate
solution to the analytical solution are prepared in Sections 3–4. In Section 5,
we define several reproducing kernel spaces. Numerical results are presented in
Section 6. The last section is devoted to a brief conclusion.

2 Preliminaries

We start with some basic definitions which play a very important role in the
study of reproducing kernel Hilbert spaces [1].

Definition 1. Let H be a Hilbert space of functions f : Ω → C. Denote
by 〈·,·〉 the inner product and let ‖ · ‖ =

√
〈·,·〉 be the induced norm in H.
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The function K(x, y) : Ω × Ω → C is called a reproducing kernel of H if the
followings are satisfied:

(i) Ky(x) = K(x, y) ∈ H for all y ∈ Ω,
(ii) f(y) =

〈
f(x),Ky(x)

〉
for all f ∈ H and for all y ∈ Ω.

Definition 2. A Hilbert spaceH of functions on a setΩ is called a reproducing
kernel Hilbert space if there exists a reproducing kernel K of H.

Remark 1. The existence of the reproducing kernel of a Hilbert space H is due
to the Riesz Representation Theorem. It is known that the reproducing kernel
is unique.

Definition 3. Let K : Ω × Ω → C be a kernel on Ω. The kernel K is called
Hermitian if for any set of points {y1, . . . , yn} ⊆ Ω and any complex numbers
ε1, . . . , εn we have

∑n
i,j=1 εiε̄jK(yi, yj) ∈ R, and K is called positive definite if∑n

i,j=1 εiε̄jK(yi, yj) ≥ 0.

Theorem 1. The reproducing kernel Ky(x) of a reproducing kernel Hilbert
space H is positive definite.

It has been proved that to every positive definite kernel K corresponds one
and only one class of functions F with a uniquely determined inner product in
it, forming a Hilbert space and admitting K as a reproducing kernel. In fact
the kernel K produces the entire space H, i.e.,

H = span
{
K(z, ·)

∣∣ z ∈ Ω}.
We note that it is possible to define several different inner products in the
same class of functions H, so that H is complete with respect to each one
of the corresponding norms. To each one of the Hilbert space (H, 〈·,·〉) there
corresponds one and only one kernel function K. Therefore, K depends not
only on the class of functions in H, but also on the choice of the inner product
that H admits.

3 The Method Implementation

Consider one of the equations of (1.1), as an example

L1

(
u1(x, t)

)
= N1

(
x, t, U(x, t)

)
+ F1(x, t), (3.1)

where L1 : W (Ω)→ W̄ (Ω) is an invertible bounded linear differential operator,
N1 is a nonlinear differential operator, F1(x, t) is an arbitrary function and
U(x, t) = [u1(x, t), u2(x, t), . . . , uk(x, t)]T . The spaces W (Ω) and W̄ (Ω) are
reproducing kernel spaces which are defined according to the highest derivatives
of (1.1) and the initial and boundary conditions (1.2)–(1.3). Let K(y,s)(x, t)
and K̄(y,s)(x, t) be the reproducing kernels of W (Ω) and W̄ (Ω), respectively.
We choose a countable dense subset {(xj , tj)}∞j=1 in Ω̄, and define

φj(x, t) = K̄(xj ,tj)(x, t), ψj1(x, t) = L∗1φj(x, t),
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where L∗1 is the adjoint operator of L1. It can be shown that [11]

ψj1(x, t) = L1(y,s)K(y,s)(x, t)|(y,s)=(xj ,tj).

The subscript (y, s) by the operator L1 indicates that the operator L1 applies
to the function of (y, s).

Theorem 2. Suppose that {(xj , tj)}∞j=1 is dense in Ω̄, then the analytical so-
lution of (3.1) can be represented as

u1(x, t) =

∞∑
j=1

aj1ψj1(x, t), (3.2)

where the coefficients aj are determined by solving the following semi-infinite
system of linear equations

B1a1 = N1, (3.3)

in which

B1 =
[
L1ψj1(x, t)|(x,t)=(xi,ti)

]
i,j=1,2,...

, a1 = [a11, a21, . . .]
T ,

N1=
[
N1

(
x1, t1, U(x1, t1)

)
+F1(x1, t1), N1

(
x2, t2, U(x2, t2)

)
+F1(x2, t2), . . .

]T
.

Proof. Since {(xj , tj)}∞j=1 is dense in Ω̄, then ψj1(x, t) is a complete system
in W (Ω) [11]. So the analytical solution can be represented as (3.2). Since〈

ψi1(x, t), ψj1(x, t)
〉
W

=
〈
L∗1φi(x, t), ψj1(x, t)

〉
W

=
〈
φi(x, t), L1ψj1(x, t)

〉
W̄

= L1ψj1(x, t)|(x,t)=(xi,ti),〈
u1(x, t), ψi1(x, t)

〉
W

=
〈
u1(x, t), L∗1φi(x, t)

〉
W

=
〈
L1u1(x, t), φi(x, t)

〉
W̄

= N1

(
xi, ti, U(xi, ti)

)
+ F1(xi, ti),

according to the best approximation in Hilbert spaces [4], the coefficients aj1
are determined by (3.3). ut

If equations in (1.1) are linear, i.e., Nd(x, t, U(x, t)) = 0 for d = 1, . . . , k, the
analytical solution of each equation can be obtained directly from (3.2) and the
approximate solution of each equation is the m-term intercept of the analytical
solution which can be determined by solving a m×m system of linear equations,
otherwise, we need to construct an iterative method for solving (3.3). For this
purpose, we choose the number of points m, the number of iterations n and
put the initial vector function U0,m(x, t) = [0, 0, . . . , 0]T . Then the approximate
solution of (1.1) is defined by

Un,m(x, t) =
[
un,m,1(x, t), un,m,2(x, t), . . . , un,m,k(x, t)

]T
,

where 

un,m,1(x, t) =

m∑
j=1

aj1ψj1(x, t),

. . .

un,m,k(x, t) =

m∑
j=1

ajkψjk(x, t),

(3.4)
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in which ψjd(x, t) for d = 1, . . . , k can be defined for each equation similar to the
sample equation (3.1), and the coefficients ajd for d = 1, . . . , k are determined
by

m∑
j=1

ajdLdψjd(x, t)|(x,t)=(xi,ti)

= Nd
(
xi, ti, Un−1,m(xi, ti)

)
+ Fd(xi, ti), i = 1, . . . ,m. (3.5)

Remark 2. There exist a unique solution for equations (3.5) due to the strictly
positive definiteness property of the reproducing kernel.

The results of this section can be summarized in the following algorithm.

Algorithm.

1. Choose m collocation points in the domain set Ω.

2. Set ψjd(x, t) = Ld(y,s)K(y,s)(x, t)|(y,s)=(xj ,tj); d = 1, . . . , k, j = 1, . . . ,m.

3. Set Bd = [Ldψjd(x, t)|(x,t)=(xi,ti)]i,j=1,2,...,m; d = 1, . . . , k.

4. Choose the number of iterations n.

5. Set i = 0.

6. Set the initial vector function Ui,m(x, t) = [0, 0, . . . , 0]T .

7. Set i = i+ 1.

8. For d = 1, . . . , k set Nd = [Nd(xi, ti, Ui−1,m(xi, ti)) + Fd(xi, ti)]
T
i=1,...,m.

9. For d = 1, . . . , k solve system Bdad = Nd.

10. For d = 1, . . . , k set ui,m,d(x, t) =
∑m
j=1 ajdψjd(x, t).

11. Set Ui,m(x, t) = [ui,m,1(x, t), ui,m,2(x, t), . . . , ui,m,k(x, t)]T .

12. If i < n then go to step 7 else stop the algorithm.

4 Convergence Analysis

In this section, we verify that the approximate solution Un,m(x, t) converges
to the analytical solution U(x, t), uniformly. At first, the following lemma is
given.

Lemma 1. For a positive constant γ, A = {u(x, t) | ‖u(x, t)‖W ≤ γ} is a
compact set in the space C(Ω) provided that∥∥∥∂K(x,t)(y, s)

∂x

∥∥∥
W
≤ c1,

∥∥∥∂K(x,t)(y, s)

∂t

∥∥∥
W
≤ c2, (4.1)

where c1 and c2 are constants.
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Proof. According to the Arzela–Ascoli Theorem, it is enough to show that A
is a bounded and equicontinuous set. Since

K(y,s)(x, t) =
〈
K(y,s)(ξ, η),K(x,t)(ξ, η)

〉
W

=
〈
K(x,t)(ξ, η),K(y,s)(ξ, η)

〉
W

= K(x,t)(y, s),∥∥K(x,t)(y, s)
∥∥
W =

〈
K(x,t)(y, s),K(x,t)(y, s)

〉
W

= K(x,t)(x, t) < γ1.

For any u(x, t) ∈ A, we have∣∣u(x, t)
∣∣ =

∣∣〈u(y, s),K(x,t)(y, s)
〉
W

∣∣ ≤ ∥∥u(y, s)
∥∥
W

∥∥K(x,t)(y, s)
∥∥
W
≤ γγ1,

where γ1 is a constant. Hence A is a bounded set in the space C(Ω). On the
other hand,∣∣∣∣∂u(x, t)

∂x

∣∣∣∣ =

∣∣∣∣〈u(y, s),
∂K(x,t)(y, s)

∂x

〉
W

∣∣∣∣ ≤ ‖u‖W ∥∥∥∥∂K(x,t)(y, s)

∂x

∥∥∥∥
W

≤ γ
∥∥∥∥∂K(x,t)(y, s)

∂x

∥∥∥∥
W

,∣∣∣∣∂u(x, t)

∂t

∣∣∣∣ =

∣∣∣∣〈u(y, s),
∂K(x,t)(y, s)

∂t

〉
W

∣∣∣∣ ≤ ‖u‖W ∥∥∥∥∂K(x,t)(y, s)

∂t

∥∥∥∥
W

≤ γ
∥∥∥∥∂K(x,t)(y, s)

∂t

∥∥∥∥
W

.

Then for any u(x, t) ∈ A and ε > 0,∣∣u(x+ h, t+ k)− u(x, t)
∣∣ ≤ ∣∣∇u(ξ, η)

∣∣.∣∣(h, k)
∣∣ ≤ γ√c12 + c22

∣∣(h, k)
∣∣,

where ξ ∈ [x, x+ h] and η ∈ [t, t+ k]. So there exists δ = ε
γ
√
c12+c22 such that

for |(h, k)| < δ, we get ∣∣u(x+ h, t+ k)− u(x, t)
∣∣ < ε.

Hence A is an equicontinuous set in the space C(Ω). ut

Theorem 3. If Ld is an invertible bounded linear operator and Nd is a non-
linear bounded operator, it can be deduced that {un,m,d(x, t)}∞n=1 is a bounded
sequence of functions in W (Ω) for d = 1, . . . , k.

Proof. We get∥∥un,m,d(x, t)∥∥2

W
=
〈
un,m,d(x, t), un,m,d(x, t)

〉
W

=
〈 m∑
j=1

ajdψjd(x, t),

m∑
l=1

aldψld(x, t)
〉
W

=

m∑
j=1

ajd

〈
ψjd(x, t),

m∑
l=1

aldψld(x, t)
〉
W

=

m∑
j=1

ajd

〈
φjd(x, t),

m∑
l=1

aldLψld(x, t)
〉
W

=

m∑
j=1

ajd

( m∑
l=1

aldLψld(x, t)|(x,t)=(xj ,tj)

)
= aTdBdad,

Math. Model. Anal., 19(2):180–198, 2014.
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where ad = (ajd, j = 1, . . . ,m)T . Now, since

Bd =
[
Ldψjd(x, t)|(x,t)=(xi,ti)

]
i,j=1,2,...,m

, ad = Bd
−1Nd,

the assumptions imply that∥∥un,m,d(x, t)∥∥W ≤ γ, d = 1, . . . , k,

where γ is a constant. ut

Theorem 4. Assume that {(xi, ti)}∞i=1 is dense in Ω̄ and the assumptions of
the Theorem 3 and Lemma 1 hold. Then the approximate solution Un,m(x, t)
converges to the analytical solution U(x, t).

Proof. For d = 1, . . . , k, we have for j = 1, . . . ,m and n = 1, 2, . . .

Ld
(
un,m,d(xj , tj)

)
= Nd

(
xj , tj , Un−1,m(xj , tj)

)
+ Fd(xj , tj).

According to Lemma 1, for d = 1, . . . , k, there exists a convergent subsequence
{unl,m,d(x, t)}

∞

l=1 of {un,m,d(x, t)}
∞

n=1 such that unl,m,d(x, t) → ud(x, t), uni-
formly, as l → ∞, m → ∞. Then for j = 1, . . . ,m and n = 1, 2, . . . we
derive

Ld
(
unl,m,d(xj , tj)

)
= Nd

(
xj , tj , Unl−1,m(xj , tj)

)
+ Fd(xj , tj). (4.2)

Since the operators Ld and Nd are both continuous, after taking limit from both
sides of (4.2), it can be inferred that U(x, t) = [u1(x, t), . . . , uk(x, t)]

T
is the

analytical solution of (1.1). So Unl,m(x, t) = [unl,m,1(x, t), . . . , unl,m,k(x, t)]
T

is
the approximate solution of (1.1). ut

5 Several Reproducing Kernel Spaces

In this section, we define some reproducing kernel spaces which are needed in
the next section. The corresponding reproducing kernels can be found by the
usual technique in many articles in literature (see [11]).

Definition 4. W1[0, T ] = {u(t) | u(t) and u′(t) are absolutely continuous in
[0, T ], u′′(t) ∈ L2[0, T ] and u(0) = 0}. The inner product and the induced
norm in W1[0, T ] are defined respectively by

〈u, v〉W1
= b1u

′(0)v′(0) + b2

∫ T

0

u′′(t)v′′(t) dt, u, v ∈W1[0, T ],

‖u‖W1
=
√
〈u, u〉W1

, u ∈W1[0, T ],

where b1 and b2 are arbitrary positive constants.

The space W1[0, T ] is a reproducing kernel space and its reproducing kernel
function rs(t) is given by

rs(t) =

{
b2ts
b1

+ 1
2 t

2s− 1
6 t

3 t ≤ s,
− s

3

6 −
−2b2st−b1s2t

2b1
t > s.
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Definition 5. W2[a, b] = {u(x) | u(x), u′(x) and u′′(x) are absolutely contin-
uous in [a, b], u(3)(x) ∈ L2[a, b] and u(a) = u(b) = 0}. The inner product and
the induced norm in W2[a, b] are defined respectively by

〈u, v〉W2
= e1u

′(a)v′(a) + e2

∫ b

a

u(3)(x)v(3)(x) dx, u, v ∈W2[a, b] (5.1)

‖u‖W2 =
√
〈u, u〉W2 , u ∈W2[a, b],

where e1 and e2 are arbitrary positive constants.

The space W2[a, b] is a reproducing kernel space and its reproducing kernel
function is Ry(x) given in Appendix.

Definition 6. W (Ω) = W1[0, T ]⊗W2[a, b] = {u(x, t)| ∂
3u

∂x2∂t is completely con-

tinuous in Ω, ∂5u
∂x3∂t2 ∈ L

2(Ω) and u(x, 0) = u(a, t) = u(b, t) = 0}. The inner
product and the induced norm in W (Ω) are defined respectively by

〈
u(x, t), v(x, t)

〉
W

=

1∑
i=0

∫ T

0

[
∂2

∂t2
∂i

∂xi
u(a, t)

∂2

∂t2
∂i

∂xi
v(a, t)

]
dt

+

1∑
j=0

〈 ∂j
∂tj

u(x, 0),
∂j

∂tj
v(x, 0)

〉
W2

+

∫ T

0

∫ b

a

[
∂3

∂x3

∂2

∂t2
u(x, t)

∂3

∂x3

∂2

∂t2
v(x, t)

]
dx dt

and

‖u‖W =
√
〈u, u〉W , u ∈W (Ω).

Theorem 5. W (Ω) is a reproducing kernel space and its reproducing kernel is

K(y,s)(x, t) = Ry(x)rs(t), (5.2)

such that for any u(x, t) ∈W (Ω)

u(y, s) =
〈
u(x, t),K(y,s)(x, t)

〉
W
.

Proof. See [21]. ut

Remark 3. It is worthy of mention that the free parameters b1, b2, e1, and e2

which can be selected in order to improve the accuracy of the method, can be
chosen as 1, in most cases.

Remark 4. It can be shown that [3] for the kernel (5.2),

∂i+j+l+r

∂xi∂tj∂yl∂sr
K(y,s)(x, t) ∈ L2(Ω) i+ l ≤ 5, j + r ≤ 3

and

∂i+j+l+r

∂xi∂tj∂yl∂sr
K(y,s)(x, t), i+ l ≤ 4, j + r ≤ 2

is completely continuous in Ω. Then the relations (4.1) hold, clearly.

Math. Model. Anal., 19(2):180–198, 2014.
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6 Numerical Results

In this section, we employ the proposed method to establish numerical solutions
of two nonlinear systems of PDEs. The results are compared with the exact
solutions and some other existing methods to confirm the efficiency of the
proposed method. The uniform and Chebyshev set of points in the region Ω,
are defined by

xi = a+
b− a
N1

i, i = 0, . . . , N1,

ti =
T

N2
i, i = 0, . . . , N2

and

xi =
1

2

(
(a+ b)− (b− a) cos

iπ

N1

)
, i = 0, . . . , N1,

ti =
T

N2
i, i = 0, . . . , N2

respectively, where N1 and N2 are the number of subdivisions in the spatial
and time domains, respectively, and m = (N1 + 1)× (N2 + 1). The uniform set
of points are used throughout this section unless it is stated to the contrary.
We also report norm infinity and the norm of relative errors of the solutions,
which are defined by

L∞ = max
1≤i≤N1

|ui − ūi|, Lr =

(∑N1

i=1 (ui − ūi)2∑N1

i=1 ui
2

)1/2

,

where u and ū are the exact and approximate solutions, respectively. The
pointwise rate of convergence in space and time are calculated by using the
following formulae:

ln
(E(N1,i+1)

E(N1,i)

)
/ln
( N1,i

N1,i+1

)
and ln

(E(N2,i+1)

E(N2,i)

)
/ln
( N2,i

N2,i+1

)
,

where E(N1,i) and E(N2,i) are the norm of the relative errors of the solutions
with number of spatial points N1,i and number of time points N2,i, respectively.
The CPU times for a Pentium(R), Dual CPU, 1.60 GHz are also reported to
indicate producing the reasonably accurate results with few seconds of CPU
time.

6.1 Coupled viscous Burgers’ equations

Consider the viscous coupled Burgers’ equations
∂u

∂t
− ∂2u

∂x2
+ ηu

∂u

∂x
+ α

∂ (uv)

∂x
= 0,

∂v

∂t
− ∂2v

∂x2
+ ηv

∂v

∂x
+ β

∂ (uv)

∂x
= 0,

(x, t) ∈ (a, b)× (0, T ]
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with the initial conditions{
u(x, 0) = u0(x),

v(x, 0) = v0(x),
x ∈ [a, b]

and boundary conditions{(
u(a, t), v(a, t)

)
=
(
f1(t), f2(t)

)
,(

u(b, t), v(b, t)
)

=
(
g1(t), g2(t)

)
,

t ∈ [0, T ],

where η is a real constant, α and β are arbitrary constants depending on the
system parameters such as Peclet number and Stokes velocity of particles due
to gravity and Brownian diffusivity [17], u0, v0, f1, f2, g1, and g2 are known
functions. After homogenizing the initial and boundary conditions, we get the
following new problem{
L1

(
u(x, t)

)
=N1

(
x, t, u(x, t), v(x, t)

)
+F1(x, t),

L2

(
v(x, t)

)
=N2

(
x, t, u(x, t), v(x, t)

)
+F2(x, t),

(x, t) ∈ Ω=(a, b)×(0, T ]

with the initial conditions

u(x, 0) = v(x, 0) = 0, x ∈ [a, b]

and the boundary conditions

u(a, t) = u(b, t) = 0,

v(a, t) = v(b, t) = 0,
t ∈ [0, T ],

where

L1

(
u(x, t)

)
=
∂u

∂t
− ∂2u

∂x2
, L2

(
v(x, t)

)
=
∂v

∂t
− ∂2v

∂x2
,

N1

(
x, t, u(x, t), v(x, t)

)
= −η(u+ ũ)

∂(u+ ũ)

∂x
− α∂ ((u+ ũ)(v + ṽ))

∂x
,

N2

(
x, t, u(x, t), v(x, t)

)
= −η(v + ṽ)

∂(v + ṽ)

∂x
− β ∂ ((u+ ũ)(v + ṽ))

∂x
,

F1(x, t) = −∂U
∂t

+
∂2u0

∂x2
, F2(x, t) = −∂V

∂t
+
∂2v0

∂x2
,

in which

U =
x− b
a− b

f1(t) +
x− a
b− a

f2(t), V =
x− b
a− b

g1(t) +
x− a
b− a

g2(t),

ũ = U + u0 − U(x, 0), ṽ = V + v0 − V (x, 0).

Test problem I)
In the first experiment, we take a = −π, b = π, T = 1, α = 1, β = 1, and
η = −2 with the initial conditions given by

u(x, 0) = v(x, 0) = sin(x)

Math. Model. Anal., 19(2):180–198, 2014.
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Table 1. Errors of u(x, t) for the coupled viscous Burgers’ equations (Test problem I).

Method [10] [18]
(n = 5,m = 220) (h = 0.01,∆t = 0.001) (h = 0.01,∆t = 0.001)

T L∞ Lr CPU time L∞ Lr L∞ Lr

0.1 4.6E−06 2.5E−06 243.86 s 1.9E−06 2.1E−06
0.5 4.8E−06 8.8E−06 243.87 s 6.2E−06 1.0E−05
1 3.7E−05 1.1E−05 243.87 s 7.6E−06 2.0E−05 1.2E−05 2.9E−05
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Figure 1. Plots of numerical and exact solutions of the coupled viscous Burgers’ equation
(Test problem I).

and boundary conditions taken from the exact solution. The exact solution
of the equation is given by [8] as u(x, t) = v(x, t) = exp(−t) sin(x). In our
computational work in this case, we put e1 = 1, e2 = 1, b1 = 1, b2 = 1, n = 5,
N1 = 18, and N2 = 10. The norm infinity, norm of relative errors, and CPU
time of the method for the numerical solution of u are tabulated in Table 1 at
different time T = 0.1, 0.5, 1. It can be noted from Table 1 that the accuracy of
the proposed method are in agreement with [10] and [18]. Numerical solutions
of u are also depicted in Figure 1. Absolute error distributions of u at different
time for the uniform and Chebyshev points are shown in Figures 2 and 3,
respectively. Due to symmetric initial and boundary conditions, results are
similar for v. In order to examine the point rate of convergence in space and
time, computations are carried out with the different number of spatial and
time points. In Table 2, the number of time points is kept fixed at N2 = 10
and the number of spatial points N1 = 2, 4, 8, 16, 32 is varied to calculate the
spatial rate of convergence. In Table 3, the number of spatial points is kept
fixed at N1 = 10 and the number of time points N2 = 2, 4, 8, 16, 32 is varied
to compute the time rate of convergence. The CPU time corresponding to the
different values of N1 and N2 are also reported in Tables 2 and 3.

Now, we put

e1 = 1, b1 = 1, b2 = 1, n = 5, N1 = 10, N2 = 10, T = 1.

Absolute error distributions of u for different values of parameters e2 = 0.1,
e2 = 1, e2 = 10, and e2 = 100 are shown in Figure 4. The condition number



A RKM for Solving a Class of Nonlinear Systems of PDEs 191

a
−4 −3 −2 −1 0 1 2 3 4
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5
x 10

−6

x

u
−

e
rr

o
r

b
−4 −3 −2 −1 0 1 2 3 4
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5
x 10

−6

x

u
−

e
rr

o
r

c
−4 −3 −2 −1 0 1 2 3 4
0

0.5

1

1.5

2

2.5

3

3.5

4
x 10

−5

x

u
−

e
rr

o
r

Figure 2. Absolute error graphs of the coupled viscous Burgers’ equation (Test
problem I) with the uniform set of points; a (t = 0.1), b (t = 0.5), c (t = 1).
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Figure 3. Absolute error graphs of the coupled viscous Burgers’ equation (Test
problem I) with the Chebyshev set of points; a (t = 0.1), b (t = 0.5), c (t = 1).

of the matrix B1 = B2 corresponding to those values of e2 are also given
in Table 4. As shown is Table 4 the condition number increases as the free
parameter e2 increases. However, large e2 gets better accuracy of the method.
It seems that having the better accuracy and conditioning can obviously not
occur at the same time.

Test problem II)
In the next experiment, we take a = −10, b = 10, and η = 2 for different values
of α and β at time T = 0.5 and 1. The exact solution of the equation is given

Math. Model. Anal., 19(2):180–198, 2014.
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Table 2. Spatial rate of convergence for the coupled viscous Burgers’ equations (Test
problem I), at T = 1.

N1 Lr Order CPU time

2 1.330025E−03 – 2.960s
4 4.392653E−04 1.598288 7.953s
8 1.414223E−04 1.635083 30.64s
16 3.811148E−05 1.891712 239.5s
32 8.989990E−06 2.083834 345.1s

Table 3. Time rate of convergence for the coupled viscous Burgers’ equations (Test
problem I), at T = 1.

N2 Lr Order CPU time

2 2.000738E−04 – 4.578s
4 8.567671E−05 1.223557 9.734s
8 2.466290E−05 1.796561 32.89s
16 6.833027E−06 1.851746 247.5s
32 1.851099E−06 1.884143 350.1s

(a) (b)

(c) (d)

Figure 4. Absolute error graphs of the coupled viscous Burgers’ equation (Test
problem I); a (e2 = 0.1), b (e2 = 1), c (e2 = 10), d (e2 = 100).

by [19] as

u(x, t) = a0

(
1− tanh

(
A(x− 2At)

))
,

v(x, t) = a0

((
2β − 1

2α− 1

)
− tanh

(
A(x− 2At)

))
,
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Table 4. Condition number of matrix B1 for the coupled viscous Burgers’ equations (Test
problem I).

e2 Condition Number

0.1 3.8759E07
1 1.5761E09
10 1.8178E10
100 2.5431E12

Table 5. Comparisons of L∞ errors at different time for u(x, t) of Test problem II.

T α β Present Method [9] [10] [18] [7]
(n = 5, (h = 0.25, (h = 0.2, (h = 0.25, (h = 0.25,
m = 220) ∆t = 0.01) ∆t = 0.01) ∆t = 0.0001) ∆t = 0.01)

0.5 0.1 0.3 4.251E−05 4.38E−05 4.167E−05 9.619E−04 4.084E−05
0.3 0.03 3.698E−05 4.58E−05 4.590E−05 4.310E−04 4.285E−05

1 0.1 0.3 8.150E−05 8.66E−05 8.258E−05 1.153E−03 8.157E−05
0.3 0.03 9.038E−05 9.16E−05 9.182E−05 1.268E−03 8.873E−05

Table 6. Comparisons of L∞ errors at different time for v(x, t) of Test problem II.

T α β Present Method [9] [10] [18] [7]
(n = 5, (h = 0.25, (h = 0.2, (h = 0.25, (h = 0.25,
m = 220) ∆t = 0.01) ∆t = 0.01) ∆t = 0.0001) ∆t = 0.01)

0.5 0.1 0.3 4.051E−05 4.99E−05 1.480E−04 3.332E−04 3.713E−05
0.3 0.03 6.341E−05 1.81E−04 5.729E−04 1.148E−03 7.681E−05

1 0.1 0.3 7.158E−05 9.92E−05 4.770E−05 1.162E−03 7.358E−05
0.3 0.03 1.638E−04 3.62E−04 3.617E−04 1.638E−03 1.572E−04

where a0 = 0.05, A = 1
2a0

(
4αβ−1
2α−1

)
. The initial and boundary conditions are

taken from the exact solution. In our computational work in this case, we put
e1 = 1, e2 = 1, b1 = 1, b2 = 1, n = 5, N1 = 18, and N2 = 10. The norm infinity
of errors are calculated and compared in Tables 5 and 6 with those available
in the literature. It can be noted from Tables 5 and 6 that the results of the
proposed method are better than the results of [9,10,18] and in agreement with
the results of [7].

Test problem III)
In the last experiment, we take a = 0, b = 1, T = 1, the initial conditions

u(x, 0) =

{
sin(2πx), 0 ≤ x ≤ 0.5,

0, 0.5 ≤ x ≤ 1,
v(x, 0) =

{
0, 0 ≤ x ≤ 0.5,

− sin(2πx), 0.5 ≤ x ≤ 1

and zero boundary conditions. To authors knowledge, there is no exact solution
available in the literature for this case. The numerical solutions of u and v are
depicted graphically in Figures 5 and 6 for α = β = 10 and α = β = 100, re-
spectively, by taking parameters η = 2, n = 5, N1 = 18, and N2 = 10. A sharp
decay is noticed in the solutions for the higher values of α and β. Now, the

Math. Model. Anal., 19(2):180–198, 2014.
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Figure 5. Numerical solutions of the coupled viscous Burgers’ equation (Test
problem III), for α = β = 10, η = 2.
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Figure 6. Numerical solutions of the coupled viscous Burgers’ equation (Test
problem III), for α = β = 100, η = 2.
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Figure 7. Solution profile of u for the coupled viscous Burgers’ equation (Test
problem III); a (α = β = 10, η = 20), b (α = β = 10, η = 200), c (α = β = 10, η = 2000),

d (α = β = 10, η = 2000).

solution profiles of u are plotted with α = β = 10 for η = 20, 200, 2000, 20000 in
Figures 7a, 7b, 7c, and 7d, respectively, in order to show the effect of increasing
value of η. From the figures it can be concluded that the solution decays to
zero with increasing time levels and value of η. It can be also observed that the
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Figure 8. Plots of nonlinear Hyperbolic system.

method is capable in finding the solution at higher values of η. Our numerical
results are in good agreement with the numerical results reported in [10].

6.2 Nonlinear hyperbolic system

Consider the nonlinear hyperbolic system{
ut + ux + νuv = 0,

vt − vx + νuv = 0,
(x, t) ∈ (a, b)× (0, T ].

For the sake of comparison, we take a = −0.5, b = 0.5, ν = 100 with the initial
conditions

u(x, 0) =

{
0.5 [1 + cos(10πx)] , x ∈ [−0.3,−0.1] ,

0, otherwise,

v(x, 0) =

{
0.5 [1 + cos(10πx)] , x ∈ [0.1, 0.3] ,

0, otherwise

and the boundary conditions

u(a, t) = u(b, t) = 0., v(a, t) = v(b, t) = 0.

The relevant reproducing kernel space W (Ω) can be defined by W 2
1 (Ω). The

motion and interaction of the waves u and v are depicted in Figure 8 using
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parameters e1 = 1, e2 = 1, b1 = 1, b2 = 1, n = 5, N1 = 18, and N2 = 10. It
is clear from Figure 8 that the peaks of the initial solutions u(x, 0) and v(x, 0)
are located at x = −0.2 and 0.2, respectively. At t = 0 these functions are
independent of the nonlinear term uv. For t > 0, the nonlinear term uv causes
these waves to move without change of shape, u to the right and v to the left.
Collision of the two waves occur at t = 0.1 and x = 0, which results in change
of shapes of the waves. Due to nonlinear interaction the two waves overlap
each other near t = 0.25 and they separate again at t = 0.3, approximately.
From this time onwards the linear term becomes dominant and the pulses lose
their symmetry and experience a decrease in the amplitude due to nonlinear
interaction as shown in Figure 8. Our numerical results are in good agreement
with the numerical results reported in [2] and [7].

7 Conclusion

In this work, we proposed an iterative algorithm for solving a class of non-
linear systems of PDEs, on the basis of the reproducing kernel Hilbert space.
Results of numerical examples show that the present method is an accurate
and reliable analytical-numerical technique. The advantages of the approach
lie in the following facts. The method is mesh free, easily implemented and
capable in treating various boundary conditions. The method needs no time
discretization against [7, 10] and any ODE integrator against [5, 9, 18]. There-
fore there is no concern about the stability problem and also increasing the end
of time T does not increase the CPU time. Also we can evaluate the approxi-
mate solution Un,m(x, t) for fixed n and m once, and use it over and over. The
approximate solution also converges uniformly to the analytical solution. Un-
like the previous studies on the reproducing kernel methods, we avoid having
to practise the Gram–Schmidt orthogonalization process. Then the required
computational time can be somewhat saved. The main disadvantage of the
method is that it can not handle the high dimensional PDEs with irregular
regions. Because it needs to work with the tensor product of the reproducing
kernel spaces corresponding to each dimension. However, the method [7] uses
radial basis functions as kernel functions and hence it does not not have this
disadvantage. It seems that the method can be also applied for solving other
nonlinear systems of PDEs. We leave this to our further works.

8 Appendix

For constructing reproducing kernel Ry(x) in W2[a, b], according to (5.1) we
have〈
u(x), Ry(x)

〉
W2

= u′(a)
(
e1R

′
y(a) + e2R

(4)
y (a)

)
+ e2u

′′(b)R(3)
y (b) (8.1)

− e2u
′′(a)R(3)

y (a)− e2u
′(b)R(4)

y (b)− e2

∫ b

a

u(x)R(6)
y (x) dx.

Since Ry(x) ∈W2[a, b], it follows that Ry(a) = 0, Ry(b) = 0. If

e1R
′
y(a) + e2R

(4)
y (a) = 0, R(3)

y (b) = 0, R(3)
y (a) = 0, R(4)

y (b) = 0,
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then (8.1) implies that

〈
u(x), Ry(x)

〉
W2

= −e2

∫ b

a

u(x)R(6)
y (x) dx.

For every x in [a, b], if Ry(x) also satisfies

R(6)
y (x) = − 1

e2
δ(x− y),

then
〈
u(x), Ry(x)

〉
W2

= u(y). Thus we introduce the analytical representation

of Ry(x). Consider the following boundary value problem with y as a parame-
ter: 

R(6)
y (x) = 0, x 6= y,

Ry(a) = 0, Ry(b) = 0,

e1R
′
y(a) + e2R

(4)
y (a) = 0,

R(3)
y (a) = 0, R(3)

y (b) = 0, R(4)
y (b) = 0,

R(k)
y (x)

∣∣
x=y−0 = R(k)

y (x)
∣∣
x=y+0 , k = 0, 1, 2, 3, 4,

R(5)
y (x)

∣∣
x=y+0 −R(5)

y (x)
∣∣
x=y−0 = − 1

e2
.

(8.2)

It can be shown that the solution of problem (8.2) is

Ry(x) =

{
c1 + c2x+ c3x

2 + c4x
3 + c5x

4 + c6x
5, x ≤ y,

d1 + d2x+ d3x
2 + d4x

3 + d5x
4 + d6x

5, x > y,

where the unknown coefficients can be obtained by applying the boundary
conditions of (8.2).

References

[1] N. Aronszajn. Theory of reproducing kernels. Trans. Amer. Math. Soc., 68:337–
404, 1950. http://dx.doi.org/10.1090/S0002-9947-1950-0051437-7.

[2] R. Chen and Z. Wu. Solving partial differential equation by using multiquadric
quasi-interpolation. Appl. Math. Comput., 6:1502–1510, 2007.
http://dx.doi.org/10.1016/j.amc.2006.07.160.

[3] M. Cui and Y. Lin. Nonlinear Numerical Analysis in Reproducing Kernel Space.
Nova Science Pub. Inc., 2009.
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