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Abstract. In this paper the control system described by a Urysohn type integral
equation is studied. It is assumed that the control functions have integral constraint.
Approximation of the set of trajectories generated by all admissible control functions
is considered. Step by step way, the set of admissible control functions is replaced
by a set consisting of a finite number of control functions which generates a finite
number of trajectories. An evaluation of the Hausdorff distance between the set of
trajectories of the system and the set, consisting of a finite number of trajectories is
obtained.
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1 Introduction

Control systems with integral constraints on control functions arise in many
problems of theory and applications. If the control effort is exhausted by con-
sumption, such as energy, fuel, finance and food, then integral constraint on

�
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the control functions is inevitable. For example the motion of the flying object
with variable mass is described by the control system with integral constraint
on the control functions (see, e.g. [8], [20]). One of the important notion of
the control systems theory is the set of trajectories, generated by all admissible
control functions. Knowing the set of trajectories allows to forecast different
behaviors of the control system and design the control functions with desired
properties (see, e.g. [21]). Various topological properties and approximation of
the set of trajectories of the control system described by an ordinary differen-
tial equation with integral constraint on the control functions are studied in
papers [7], [10], [11], [18], [22], [23].

The mathematical models of many processes in mechanics, physics, econ-
omy, biology are described via nonlinear integral equations (see, e.g. [2], [5],
[9], [19], [24], [25] and references therein). Pointing out the importance of the
integral equations, W. Heisenberg in his well known ”Physics and Philosophy”
writes: ”The final equation of motion for matter will probably be some quan-
tized nonlinear wave equation... This wave equation will probably be equivalent
to rather complicated sets of integral equations...” (see, [12], page 68). It should
be noted that the theory of integral equations is considered one of the origins
of contemporary functional analysis (see, e.g. [13], chapter 1, page 2).

It is known that the solutions of the initial and boundary value problems for
differential equations can be expressed via solutions of the appropriate integral
equations (see, e.g. [9], [13], [19]).

Control systems described by the integral equations with geometric con-
straints on the controls are discussed in [1], [3], [4], [6]. In [14], [16], [15], [17]
approximation and topological properties of the set of trajectories of the con-
trol systems described by nonlinear integral equations with integral constraints
on the control functions are considered. In this paper the control system de-
scribed by a Urysohn type integral equation with integral constraint on the
control functions is studied, where the trajectory of the system is multivariable
continuous function. The closed ball of the space Lp, p > 1, is chosen as the
set of admissible control functions. An approximation of the set of trajectories
of the system, generated by all admissible control functions is given. Step by
step way, the set of control functions is replaced by a set, consisting of a finite
number of control functions which generates a finite number of trajectories.
An evaluation of the Hausdorff distance between the set of trajectories of the
system and the set, consisting of a finite number of trajectories, is obtained.

The paper is organized as follows: In Section 2 the basic conditions which
satisfy the system’s equation are given and some auxiliary propositions which
are used in following arguments, are formulated. In Section 3 the set of ad-
missible control functions is narrowed down and new set, consisting of integral
and geometric constrained control functions is defined. An estimation of the
Hausdorff distance between the set of trajectories of the system and the set of
trajectories generated by the mixed constrained control functions is obtained
(Proposition 6). In Section 4 the set of mixed constrained and piecewise con-
stant control functions is introduced. The Hausdorff distance between the set
of trajectories generated by the mixed constrained control functions and the
set of trajectories, generated by the mixed constrained and piecewise constant
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control functions, is evaluated (Proposition 7). In Section 5 the Hausdorff dis-
tance between the set of trajectories generated by the mixed constrained and
piecewise constant control functions and the set of trajectories, generated by
the mixed constrained and piecewise constant control functions with norms
from a uniform mesh, is estimated (Proposition 8). In Section 6 the set mixed
constrained and piecewise constant control functions with norms from a uni-
form mesh, is replaced by a set consisting of a finite number of control functions
which generates a finite number of trajectories. An estimation of the Hausdorff
distance between the set of trajectories, generated by the mixed constrained
and piecewise constant control functions with norms from a uniform mesh and
the set consisting of a finite number of trajectories is given (Proposition 9).
Concluding the results, obtained in previous sections, in Section 7 the main
result of the paper is formulated. The Hausdorff distance between the set of
trajectories of the system and the set consisting of a finite number of trajecto-
ries is evaluated (Theorem 1).

2 System’s behaviour

Consider the control system described by a Urysohn type integral equation

x(ξ) = f(ξ, x(ξ)) + λ

∫
E

[K1(ξ, s, x(s)) +K2(ξ, s, x(s))u(s)] ds, (2.1)

where x(s) ∈ Rn is the state vector, u(s) ∈ Rm is the control vector, (ξ, s) ∈
E × E, E ⊂ Rk is a compact set, λ ∈ R.

For given p > 1 and r > 0 the set

Up,r =
{
u(·) ∈ Lp (E;Rm) : ‖u(·)‖p ≤ r

}
is called the set of admissible control functions and each u(·) ∈ Up,r is said to
be an admissible control function, where Lp (E;Rm) is the space of Lebesgue
measurable functions u(·) : E → Rm such that ‖u(·)‖p < +∞, ‖u(·)‖p =(∫

E

‖u(s)‖p ds
) 1

p

, ‖·‖ denotes the Euclidean norm.

It is assumed that the functions f(·), K1(·), K2(·) and real number λ satisfy
the following conditions:

A. The functions f(·) : E × Rn → Rn, K1(·) : E × E × Rn → Rn and
K2(·) : E × E × Rn → Rn×m are continuous;

B. There exist l0 ∈ [0, 1), l1 > 0 and l2 > 0 such that

‖f(ξ, x2)− f(ξ, x1)‖ ≤ l0 ‖x2 − x1‖

for every (ξ, x1) ∈ E × Rn, (ξ, x2) ∈ E × Rn and

‖K1(ξ, s, x2)−K1(ξ, s, x1)‖ ≤ l1 ‖x2 − x1‖ ,
‖K2(ξ, s, x2)−K2(ξ, s, x1)‖ ≤ l2 ‖x2 − x1‖

for every (ξ, s, x1) ∈ E × E × Rn and (ξ, s, x2) ∈ E × E × Rn;
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C. The inequality 0 ≤ λ
[
l1µ (E) + l2 [µ(E)]

p−1
p r

]
< 1 − l0 is satisfied,

where µ(E) denotes the Lebesgue measure of the set E.
Denote

l(λ) = l0 + λ
(
l1µ (E) + l2 [µ(E)]

p−1
p r

)
. (2.2)

Let u(·) ∈ Up,r. A continuous function x(·) : E → Rn satisfying the equation
(2.1) for every ξ ∈ E is said to be a trajectory of the system (2.1), generated
by the admissible control function u(·). The set of all trajectories of the system
(2.1) generated by all admissible control functions u(·) ∈ Up,r is denoted by
Xp,r.

The conditions A–C guarantee that every admissible control function u(·) ∈
Up,r generates a unique trajectory of the system (2.1) (see, [16]). Now let us
give some auxiliary propositions which will be used in following arguments.

Proposition 1. [16] Let E ⊂ Rk be a compact set, v(·) : E → R and g(·) :
E → R be continuous functions, ψ(·) : E → [0,+∞) be a Lebesgue integrable
function,

∫
E
ψ(s)ds < 1 and

v(ξ) ≤ g(ξ) +

∫
E

ψ(s)v(s)ds (2.3)

for every ξ ∈ E. Then the inequality

v(ξ) ≤ g(ξ) +

∫
E

g(s)ψ(s)ds/
(

1−
∫
E

ψ(s)ds
)

holds for every ξ ∈ E. Moreover, if
∫
E
ψ(s)ds = a0 < 1, g(ξ) = g∗ for every

ξ ∈ E, then it follows from (2.3) that v(ξ) ≤ g∗/(1− a0) for every ξ ∈ E.

The following propositions characterize compactness property of the set of
trajectories.

Proposition 2. [16] The set of trajectories Xp,r of system (2.1) is a bounded
subset of the space C (E;Rn), i.e. there exists γ∗ > 0 such that

‖x(·)‖C ≤ γ∗ (2.4)

for every x(·) ∈ Xp,r. Here C (E;Rn) is the space of continuous functions
x(·) : E → Rn with norm ‖x(·)‖C = max {‖x(ξ)‖ : ξ ∈ E} .

Let ∆ > 0 be a given number, γ∗ > 0 be defined by (2.4),

Bn(γ∗) = {x ∈ Rn : ‖x‖ ≤ γ∗} , BC(1) = {x(·) ∈ C (E;Rn) : ‖x(·)‖C ≤ 1} ,
D1 = E ×Bn(γ∗), D2 = E × E ×Bn(γ∗),

M2 = max
{
‖K2(ξ, s, x)‖ : (ξ, s, x) ∈ D2

}
, (2.5)

ω0(∆) = max
{
‖f(ξ2, x)− f(ξ1, x)‖ : ‖ξ2 − ξ1‖ ≤ ∆,

(ξ1, x) ∈ D1, (ξ2, x) ∈ D1

}
,

ω1(∆) = max
{∥∥K1(ξ2, s2, x2)−K1(ξ1, s1, x1)

∥∥ : ‖ξ2 − ξ1‖ ≤ ∆,
‖s2 − s1‖ ≤ ∆, ‖x2 − x1‖ ≤ ∆, (ξ1, s1, x1) ∈ D2, (ξ2, s2, x2) ∈ D2

}
,
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ω2(∆) = max
{
‖K2(ξ2, s2, x2)−K2(ξ1, s1, x1)‖ : ‖ξ2 − ξ1‖ ≤ ∆,

‖s2 − s1‖ ≤ ∆, ‖x2 − x1‖ ≤ ∆, (ξ1, s1, x1) ∈ D2, (ξ2, s2, x2) ∈ D2

}
, (2.6)

ϕ(∆) =
1

1− l0

{
ω0 (∆) + λµ(E)ω1(∆) + λω2(∆) [µ(E)]

p−1
p r

}
, (2.7)

ϕ∗(∆) = max {∆, ϕ(∆)} . (2.8)

It is obvious that the functions ϕ(·) : (0,+∞) → [0,+∞) and ϕ∗(·) :
(0,+∞) → (0,+∞) are not decreasing and ϕ(∆) → 0+, ϕ∗(∆) → 0+ as
∆→ 0+.

Proposition 3. [16] For every x(·) ∈ Xp,r, ξ1 ∈ E, ξ2 ∈ E the inequality

‖x(ξ2)− x(ξ1)‖ ≤ ϕ (‖ξ2 − ξ1‖)

holds, where ϕ(·) is defined by (2.7).

Proposition 4. [16] The set of trajectories Xp,r of the system (2.1) is a com-
pact subset of the space C (E;Rn).

Denote

q∗ = M2λ/
(
1− l(λ)

)
, (2.9)

where l(λ) is defined by relation (2.2), M2 is defined by relation (2.5).

Proposition 5. Let x1(·) ∈ Xp,r and x2(·) ∈ Xp,r be trajectories of the system
(2.1) generated by the admissible control functions u1(·) ∈ Up,r and u2(·) ∈ Up,r
respectively. Then

‖x1(ξ)− x2(ξ)‖ ≤ q∗
∫
E

‖u1(s)− u2(s)‖ ds

for every ξ ∈ E.

The validity of the proposition follows from conditions A−C and Proposi-
tion 1.

3 Geometric constraints

Define new set of control functions. For H ∈ (0,∞) we set

UHp,r = {u(·) ∈ Up,r : ‖u(ξ)‖ ≤ H for every ξ ∈ E}

and let XH
p,r be the set of trajectories of the system (2.1) generated by the

control functions u(·) ∈ UHp,r. We denote

κ∗ = 2q∗r
p, (3.1)

where q∗ is defined by (2.9).
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The Hausdorff distance between the sets Y ⊂ C (E;Rn) and W ⊂ C (E;Rn)
is denoted by hC(Y,W ) and is defined as

hC(Y,W ) = max

{
sup
y(·)∈Y

dC(y(·),W ), sup
w(·)∈W

dC(w(·), Y )

}
,

where dC(y(·),W ) = inf {‖y(·)− w(·)‖C : w(·) ∈W} is the distance between
the point y(·) and the set W .

Proposition 6. For every H ∈ (0,∞) the inequality

hC
(
Xp,r,X

H
p,r

)
≤ κ∗/Hp−1

is satisfied.

Proof. Let x∗(·) ∈ Xp,r be an arbitrary trajectory of the system (2.1) gener-
ated by the control function u∗(·) ∈ Up,r. Define new control function u0(·) :
E → Rm setting

u0(s) =

 u∗(s) , if ‖u∗(s)‖ ≤ H,

H
u∗(s)

‖u∗(s)‖
, if ‖u∗(s)‖ > H,

where s ∈ E. It is not difficult to verify that u0(·) ∈ UHp,r. Let x0(·) be the

trajectory of the system (2.1) generated by the control function u0(·) ∈ UHp,r
and G = {ξ ∈ E : ‖u∗(s)‖ > H} . Then x0(·) ∈ XH

p,r and Proposition 5 implies
that

‖x∗(ξ)− x0(ξ)‖ ≤ q∗
∫
G

‖u∗(s)− u0(s)‖ ds (3.2)

for every ξ ∈ E. Inclusion u∗(·) ∈ Up,r yields that

Hp · µ(G) ≤
∫
G

‖u∗(s)‖p ds ≤
∫
E

‖u∗(s)‖p ds ≤ rp,

and hence

µ(G) ≤ rp/Hp . (3.3)

Since u∗(·) ∈ Up,r and u0(·) ∈ UHp,r, then from (3.1)–(3.3) and Hölder’s inequal-
ity it follows

‖x∗(ξ)− x0(ξ)‖ ≤ 2q∗r [µ(G)]
p−1
p ≤ 2q∗r

p

Hp−1 =
κ∗

Hp−1

for every ξ ∈ E, and consequently

‖x∗(·)− x0(·)‖C ≤
κ∗

Hp−1 . (3.4)

Since x∗(·) ∈ Xp,r is an arbitrarily chosen trajectory, then we have from
(3.4) that

Xp,r ⊂ XH
p,r +

κ∗
Hp−1BC(1). (3.5)

The inclusion XH
p,r ⊂ Xp,r and (3.5) complete the proof. ut
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4 Piecewise constant control functions

Let us define a ∆-partition of the given compact set E ⊂ Rk. Denote B◦k(ξ, η) ={
y ∈ Rk : ‖y − ξ‖ < η

}
. It is known that

µ (B◦k(ξ, η)) =
πk/2

Γ (k/2 + 1)
ηk, (4.1)

where Γ (·) is Euler’s function. Let ∆ > 0 be a given number and

η ≤ min

{
∆

2
,

(
Γ (k/2 + 1)

πk/2
∆

)1/k
}
. (4.2)

Then (4.1) and (4.2) imply that

η ≤ ∆

2
, µ (B◦k(ξ, η)) ≤ ∆. (4.3)

It is obvious that E ⊂
⋃
ξ∈E B

◦
k (ξ, η). Since the set E ⊂ Rk is a compact set,

then there exist B◦k(ξ1, η), B◦k(ξ2, η), . . . , B◦k(ξN , η) such that

E ⊂
N⋃
i=1

B◦k (ξi, η) . (4.4)

Denote B∗k(ξi, η) = E ∩ B◦k (ξi, η). From (4.3) and (4.4) it follows that the
sets B∗k(ξi, η), i = 1, 2, . . . , N are open sets with respect to the topology induced
in E,

B∗k(ξi, η) ⊂ B◦k (ξi, η) , µ (B∗k(ξi, η)) ≤ ∆ (4.5)

for every i = 1, 2, . . . , N and

E =
N⋃
i=1

B∗k (ξi, η) . (4.6)

We set E1 = B∗k (ξ1, η) , E2 = B∗k (ξ2, η) \B∗k (ξ1, η) , . . . , Ej = B∗k (ξj , η) \⋃j−1
i=1 B

∗
k (ξi, η) , . . . , EN = B∗k (ξN , η) \

⋃N−1
i=1 B∗k (ξi, η) . Without loss of gene-

rality let us assume that Ei 6= ∅ for every i = 1, 2, . . . , N. (4.5) and (4.6) imply
that the sets Ei ⊂ E, i = 1, 2, . . . , N are Lebesgue measurable,

Ei ⊂ B∗k(ξi, η) ⊂ B◦k (ξi, η) , µ (Ei) ≤ ∆ (4.7)

for every i = 1, 2, . . . , N,

Ei
⋂
Ej = ∅ (4.8)

for every i = 1, 2, . . . , N and j = 1, 2, . . . , N such that i 6= j and

E =

N⋃
i=1

Ei. (4.9)
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The collection of sets Γ = {E1, E2, . . . , EN} satisfying the relations (4.7)–
(4.9) is called a finite ∆-partition of the compact set E ⊂ Rk, ∆ > 0 is said to
be the diameter of the partition Γ .

Now for given ∆ > 0, compact set E ⊂ Rk and its finite ∆-partition
Γ = {E1, E2 . . . , EN} we define new set of control functions consisting of mixed
constrained and piecewise constant control functions, setting

UH,∆p,r =
{
u(·) ∈ UHp,r : u(ξ) = ui for every ξ ∈ Ei, i = 1, 2, . . . , N

}
.

By XH,∆
p,r we denote the set of trajectories of the control system (2.1) gene-

rated by the control functions u(·) ∈ UH,∆p,r and let

β∗(∆) =
2λω2 (ϕ∗ (∆)) [µ(E)]

p−1
p r

1− l(λ)
, (4.10)

where l(λ), ω2(·) and ϕ∗(·) are defined by (2.2), (2.6) and (2.8) respectively.
The following proposition characterizes the Hausdorff distance between the

sets XH
p,r and XH,∆

p,r .

Proposition 7. For every H ∈ (0,∞) and finite ∆-partition Γ =
{
E1, E2, . . . ,

EN
}

of the compact set E ⊂ Rk, the inequality

hC
(
XH
p,r,X

H,∆
p,r

)
≤ β∗(∆)

is verified.

Proof. Choose an arbitrary trajectory x∗(·) ∈ XH
p,r of the system (2.1) gen-

erated by the control function u∗(·) ∈ UHp,r and define new control function
ũ(·) : E → Rm setting

ũ(ξ) =
1

µ(Ei)

∫
Ei

u∗(s)ds, ξ ∈ Ei, i = 1, 2, . . . , N. (4.11)

Since ‖u∗(s)‖ ≤ H for every s ∈ E, then (4.11) implies that

‖ũ(s)‖ ≤ H for every s ∈ E. (4.12)

Further, it follows from (4.11) and Hölder’s inequality that

‖ũ(ξ)‖ ≤ 1

[µ(Ei)]
1
p

(∫
Ei

‖u∗(s)‖p ds
) 1

p

, ξ ∈ Ei, i = 1, 2, . . . , N

and hence ∫
Ei

‖ũ(s)‖p ds ≤
∫
Ei

‖u∗(s)‖p ds

for every i = 1, 2, . . . , N. Since ‖u∗(·)‖p ≤ r, then the last inequality implies
that ∫

E

‖ũ(s)‖p ds =

N∑
i=1

∫
Ei

‖ũ(s)‖p ds

≤
N∑
i=1

∫
Ei

‖u∗(s)‖p ds =

∫
E

‖u∗(s)‖p ds ≤ rp. (4.13)
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From (4.11)–(4.13) it follows that ũ(·) ∈ UH,∆p,r . Let x̃(·) be the trajectory

of the system (2.1) generated by the control function ũ(·). Then x̃(·) ∈ XH,∆
p,r

and according to the Condition B we have that

‖x∗(ξ)− x̃(ξ)‖ ≤ λ

1− l0

∫
E

[l1 + l2 ‖ũ(s)‖] ‖x∗(s)− x̃(s)‖ ds

+
λ

1− l0

∥∥∥∥∫
E

K2(ξ, s, x∗(s)) [u∗(s)− ũ(s)] ds

∥∥∥∥
=

λ

1− l0

∫
E

[l1 + l2 ‖ũ(s)‖] ‖x∗(s)− x̃(s)‖ ds

+
λ

1− l0

∥∥∥∥∥
N∑
i=1

∫
Ei

K2(ξ, s, x∗(s)) [u∗(s)− ũ(s)] ds

∥∥∥∥∥ (4.14)

for every ξ ∈ E. By virtue of (4.11) we have that∫
Ei

ũ(s)ds =

∫
Ei

u∗(s)ds (4.15)

for every i = 1, 2, . . . , N. Let ξ ∈ E and i = 1, 2, . . . , N be fixed. Now let us
choose an arbitrary si ∈ Ei. Then (4.15) yields that∥∥∥∥∫

Ei

K2(ξ, s, x∗(s)) [u∗(s)− ũ(s)] ds

∥∥∥∥
=

∥∥∥∥∫
Ei

[K2(ξ, s, x∗(s))−K2(ξ, si, x∗(si))] [u∗(s)− ũ(s)] ds

∥∥∥∥
≤
∫
Ei

‖K2(ξ, s, x∗(s))−K2(ξ, si, x∗(si))‖ ‖u∗(s)− ũ(s)‖ ds. (4.16)

Since si ∈ Ei then from (2.8), (4.2) and (4.7) it follows that

‖s− si‖ ≤ ∆ ≤ ϕ∗(∆) (4.17)

for every s ∈ Ei. (2.8), (4.17) and Proposition 3 imply that

‖x∗(s)− x∗(si)‖ ≤ ϕ (∆) ≤ ϕ∗ (∆) (4.18)

for every s ∈ Ei. Thus, from (2.6) and (4.16)–(4.18) it follows that∥∥∥∥∫
Ei

K2(ξ, s, x∗(s)) [u∗(s)−ũ(s)] ds

∥∥∥∥≤ω2 (ϕ∗ (∆))

∫
Ei

‖u∗(s)−ũ(s)‖ ds. (4.19)

Since u∗(·) ∈ UHp,r and ũ(·) ∈ UH,∆p,r , then (4.19) and Hölder’s inequality imply
that ∥∥∥∥∥

N∑
i=1

∫
Ei

K2(ξ, s, x∗(s)) [u∗(s)− ũ(s)] ds

∥∥∥∥∥
≤ ω2 (ϕ∗ (∆))

N∑
i=1

∫
Ei

‖u∗(s)− ũ(s)‖ ds
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= ω2 (ϕ∗ (∆))

∫
E

‖u∗(s)− ũ(s)‖ ds ≤ 2ω2 (ϕ∗ (∆)) [µ(E)]
p−1
p r. (4.20)

From (4.14) and (4.20) we obtain that

‖x∗(ξ)− x̃(ξ)‖ ≤ λ

1− l0

∫
E

[l1 + l2 ‖ũ(s)‖] ‖x∗(s)− x̃(s)‖ ds

+
2λ

1− l0
ω2 (ϕ∗ (∆)) [µ(E)]

p−1
p r. (4.21)

Condition C, Proposition 1, (2.2), (4.10) and (4.21) yield that

‖x∗(ξ)− x̃(ξ)‖ ≤ 2λ(1− l0)−1ω2 (ϕ∗ (∆)) [µ(E)]
p−1
p r

1− λ(1− l0)−1
[
l1µ(E) + l2 [µ(E)]

p−1
p r

]
=

2λω2 (ϕ∗ (∆)) [µ(E)]
p−1
p r

1− l(λ)
= β∗(∆).

Since ξ ∈ E is arbitrarily chosen, then the last inequality implies that

‖x∗(·)− x̃(·)‖C ≤ β∗ (∆) . (4.22)

Thus, for each x∗(·) ∈ XH
p,r there exists x̃(·) ∈ XH,∆

p,r such that the inequality
(4.22) is verified. This means that

XH
p,r ⊂ XH,∆

p,r + β∗ (∆)BC(1). (4.23)

Since XH,∆
p,r ⊂ XH

p,r, then (4.23) completes the proof. ut

5 Piecewise constant control functions with norms from
uniform mesh of [0,H]

Let Γ = {E1, E2, . . . , EN} be a ∆-partition of compact set E satisfying the
relations (4.7)–(4.9), Λ = {0 = w0, w1, . . . , wa = H} (a ≥ 1) be a uniform

partition of the closed interval [0, H], where wj =
j

a
H and δ =

H

a
is the

diameter of the partition Λ. Define new set of control functions, setting

UH,∆,δp,r =
{
u(·) ∈ UH,∆p,r : u(ξ) = ui for every ξ ∈ Ei,
‖ui‖ ∈ Λ for every i = 1, 2, . . . , N

}
.

It is obvious that UH,∆,δp,r ⊂ UH,∆p,r . The set of trajectories of the system

(2.1) generated by the control functions u(·) ∈ UH,∆,δp,r is denoted by the symbol

XH,∆,δ
p,r . Denote

ψ(δ) = q∗µ(E)δ, (5.1)

where q∗ > 0 is defined by (2.9).

Math. Model. Anal., 23(1):152–166, 2018.



162 N. Huseyin, A. Huseyin and Kh. Guseinov

Proposition 8. For every H ∈ (0,∞), finite ∆-partition Γ= {E1, . . . , EN} of
the compact set E ⊂ Rk and uniform partition Λ= {0 = w0, . . . , wa = H} of
the closed interval [0, H] the inequality

hC
(
XH,∆
p,r ,XH,∆,δ

p,r

)
≤ ψ(δ)

is satisfied.

Proof. Let Γ = {E1, E2, . . . , EN} be a finite ∆-partition of the compact set
E ⊂ Rk, satisfying the relations (4.7)–(4.9) and let x(·) ∈ XH,∆

p,r be an arbi-

trarily chosen trajectory generated by the control function u(·) ∈ UH,∆p,r . Since

u(·) ∈ UH,∆p,r , then{
u(ξ) = ui for every ξ ∈ Ei, ‖ui‖ ≤ H for every i = 1, 2, . . . , N,∑N
i=1 µ(Ei) ‖ui‖p ≤ rp.

(5.2)

If ‖ui‖ < H, then there exists wji ∈ Λ such that

‖ui‖ ∈ [wji , wji+1) . (5.3)

Define new control function u∗(·) : E → Rm, setting

u∗(ξ) =

{ ui
‖ui‖

wji , if 0 < ‖ui‖ < H,

ui , if ‖ui‖ = 0 or ‖ui‖ = H,
(5.4)

where ξ ∈ Ei, i = 1, 2, . . . , N and wji ∈ Λ is defined by (5.3). It is obvious that
the control function u∗(·) is piecewise constant and ‖u∗(ξ)‖ ≤ ‖u(ξ)‖ for every
ξ ∈ E. From (5.2), (5.3) and (5.4) it follows that u∗(·) ∈ UH,∆,δp,r and

‖u∗(ξ)− u(ξ)‖ ≤ δ (5.5)

for every ξ ∈ E.
Now let x∗(·) be the trajectory, generated by the control function u∗(·) ∈

UH,∆,δp,r . Then x∗(·) ∈ XH,∆,δ
p,r and (5.1), (5.5) and Proposition 5 yields that

‖x∗(ξ)− x(ξ)‖ ≤ q∗µ(E)δ = ψ(δ)

for every ξ ∈ E, and hence

‖x∗(·)− x(·)‖C ≤ ψ(δ). (5.6)

Thus, we conclude that for an arbitrarily chosen x(·) ∈ XH,∆
p,r there exists

x∗(·) ∈ XH,∆,δ
p,r such that the inequality (5.6) holds. This means that

XH,∆
p,r ⊂ XH,∆,δ

p,r + ψ(δ)BC(1). (5.7)

Since XH,∆,δ
p,r ⊂ XH,∆

p,r , then from (5.7) we obtain the proof. ut
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6 Finite number of trajectories

Let σ > 0, S = {u ∈ Rm : ‖u‖ = 1} and Sσ = {z1, z2, . . . , zc} be a finite σ-net
on S and

UH,∆,δ,σp,r =
{
u(·) ∈ UH,∆,δp,r : u(ξ) = wjizli for every ξ ∈ Ei,

where wji ∈ Λ, zli ∈ Sσ, i = 1, 2, . . . , N
}
,

where ∆ is the diameter of the finite partition Γ = {E1, E2, . . . , EN} of the
compact set E ⊂ Rk, δ is the diameter of the uniform partition Λ = {0 =
w0, w1, . . . , wa = H} of the closed interval [0, H]. Note, that the set of control
functions UH,∆,δ,σp,r can be redefined as

UH,∆,δ,σp,r =
{
u(·) ∈ Lp (E;Rm) : u(ξ) = wjizli for every ξ ∈ Ei,

where wji ∈ Λ, zli ∈ Sσ, i = 1, 2, . . . , N,

N∑
i=1

µ(Ei)w
p
ji
≤ rp

}
.

The set of trajectories of the system (2.1) generated by the control functions
u(·) ∈ UH,∆,δ,σp,r is denoted by the symbol XH,∆,δ,σ

p,r .

Since the set UH,∆,δ,σp,r consists of a finite number control functions, then

the set XH,∆,δ,σ
p,r includes a finite number trajectories. We also set

ρ(H,σ) = q∗µ(E)σH, (6.1)

where q∗ is defined by (2.9).

Proposition 9. For every H ∈ (0,∞), finite ∆-partition Γ =
{
E1, E2, . . . ,

EN
}

of the compact set E ⊂ Rk, uniform partition Λ =
{

0 = w0, w1, . . . , wa =

H
}

of the closed interval [0, H] and σ > 0 the inequality

hC
(
XH,∆,δ
p,r ,XH,∆,δ,σ

p,r

)
≤ ρ(H,σ)

is satisfied.

Proof. Let us choose an arbitrary trajectory x(·) ∈ XH,∆,δ
p,r generated by the

control function u(·) ∈ UH,∆,δp,r . Inclusion u(·) ∈ UH,∆,δp,r implies, that
u(ξ) = ui for every ξ ∈ Ei, ‖ui‖ ≤ H for every i = 1, 2, . . . , N,

‖ui‖ = wji ∈ Λ for every i = 1, 2, . . . , N,

N∑
i=1

µ(Ei)w
p
ji
≤ rp. (6.2)

By virtue of (6.2), there exists yi ∈ S, i = 1, 2, . . . , N, such that

u(ξ) = wjiyi for every ξ ∈ Ei, i = 1, 2, . . . , N. (6.3)

Since Sσ is a finite σ-net on S, then for each yi ∈ S there exists zji ∈ Sσ
such that

‖yi − zji‖ ≤ σ, i = 1, 2, . . . , N. (6.4)
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Define new control function u0(·) : E → Rm, where

u0(ξ) = wjizji for every ξ ∈ Ei, i = 1, 2, . . . , N. (6.5)

It is not difficult to verify that u0(·) ∈ UH,∆,δ,σp,r and from (6.2)–(6.5) we
obtain that ∥∥u(ξ)− u0(ξ)

∥∥ ≤ σH (6.6)

for every ξ ∈ E.
Let x0(·) : E → Rn be the trajectory of the system (2.1) generated by the

control function u0(·) ∈ UH,∆,δ,σp,r . Then x0(·) ∈ XH,∆,δ,σ
p,r and (6.1), (6.6) and

Proposition 5 yield, that∥∥x(ξ)− x0(ξ)
∥∥ ≤ q∗µ(E)σH = ρ(H,σ)

for every ξ ∈ E, and hence∥∥x(·)− x0(·)
∥∥
C
≤ ρ(H,σ). (6.7)

So, we have proved that for each x(·) ∈ XH,∆,δ
p,r there exists x0(·) ∈ XH,∆,δ,σ

p,r

such that the inequality (6.7) is held. This means that

XH,∆,δ,σ
p,r ⊂ XH,∆,δ

p,r + ρ(H,σ)BC(1). (6.8)

Since XH,∆,δ,σ
p,r ⊂ XH,∆,δ

p,r , then inclusion (6.8) completes the proof. ut

7 Main result

From Propositions 6–9 it follows validity of the following theorem.

Theorem 1. For every H ∈ (0,∞), finite ∆-partition Γ =
{
E1, E2, . . . , EN

}
of the compact set E ⊂ Rk, uniform partition Λ =

{
0 = w0, w1, . . . , wa = H

}
of the closed interval [0, H] and σ > 0 the inequality

hC
(
Xp,r,X

H,∆,δ,σ
p,r

)
≤ κ∗
Hp−1 + β∗(∆) + ψ(δ) + ρ(H,σ)

is satisfied, where ∆ > 0 is the diameter of the finite partition Γ =
{
E1, E2, . . . ,

EN
}
, δ > 0 is diameter of the uniform partition Λ, κ∗ is defined by (3.1), β∗(∆)

is defined by (4.10), ψ(δ) is defined by (5.1), ρ(H,σ) is defined by (6.1).

Theorem 1 implies the validity of the following corollary.

Corollary 1. For each ε > 0 there exist H(ε) > 0, ∆1(ε) > 0, δ1(ε) > 0 and
σ∗ (ε,H(ε)) > 0 such that for every ∆ ∈ (0, ∆1(ε)) , δ ∈ (0, δ1(ε)) and σ ∈
(0, σ∗ (ε,H(ε))) the inequality hC

(
Xp,r,X

H(ε),∆,δ,σ
p,r

)
≤ ε is satisfied.

Remark 1. Theorem 1 and Corollary 1 are valid for the sets Xp,r(ξ) ⊂ Rn and

X
H(ε),∆,δ,σ
p,r (ξ) ⊂ Rn for every ξ ∈ E, where

Xp,r(ξ) = {x(ξ) ∈ Rn : x(·) ∈ Xp,r} ,

XH(ε),∆,δ,σ
p,r (ξ) =

{
x(ξ) ∈ Rn : x(·) ∈ XH(ε),∆,δ,σ

p,r

}
.
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8 Conclusions

Approximation of the set of trajectories of the control system described by
Urysohn type integral equation is discussed. The control functions are chosen
from the closed ball of the space Lp(E;Rm), p > 1, centered at the origin. In
general, these kind of controls arise in the systems where the control resources
are exhausted by consumption. The estimation for Hausdorff distance between
the set of trajectories and its approximation depending of the discretisation and
system’s parameters is given. The presented result can be used for approximate
calculation of the set of trajectories of the control systems arising in different
problems of theory and applications. In particular, the obtained result can be
applied for approximate calculation of the image of the closed balls of the space
Lp(E;Rm), p > 1, under Fredholm operators with continuous and Lebesgue
measurable kernels.
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