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Abstract. This paper presents a uniformly accurate difference ap-

proximation for a system of singularly perturbed reaction-diffusion

equations with delay. The proposed method utilizes an appropriate

combination of exponential and cubic spline difference schemes. It

employs grid equidistribution to address the challenges posed by

the multiscale nature of these systems, which often feature sharp

gradients and boundary layers. The grid is generated based on the

equidistribution of a positive monitor function, a linear combina-

tion of a constant floor and a power of the second derivative of the

solution. By using adaptive mesh generation and a spline difference

method, the approach enhances the accuracy of the numerical solu-

tions while maintaining computational efficiency. Numerical exper-

iments validate the uniform convergence and theoretical findings,

demonstrating the method’s robustness irrespective of the pertur-

bation parameter size.
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1 Introduction

A singularly perturbed system of reaction-diffusion equations represents a class
of mathematical models that describe the dynamics of phenomena where diffu-
sion and reaction processes occur simultaneously but at significantly different
rates. These systems are characterised by having one or more small parame-
ters relative to others, resulting in multiscale behaviour. In such systems, the
diffusion term dominates at one scale, while the reaction term dominates at
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another, leading to intricate phenomena such as boundary layer formation and
sharp transition regions [26]. Singularly perturbed systems find applications
in various fields, including biology [24], chemistry [23], physics [6], and engi-
neering [21], where understanding the intricate interplay between diffusion and
reaction is crucial to accurately predict system behaviour.

The analysis and solution of these systems often require specialised mathe-
matical techniques, such as asymptotic analysis and numerical methods tailored
to handle stiffness and boundary layer phenomena. Although asymptotic and
numerical methods offer valuable tools for tackling singularly perturbed sys-
tems of reaction-diffusion equations, they also have limitations that must be
considered [25]. Asymptotic methods, such as matched asymptotic expansions,
can struggle to provide accurate solutions in regions where multiple lengths
or time scales interact [15]. This leads to challenges in identifying appropri-
ate asymptotic expansions or neglecting important terms. Additionally, these
methods often rely on analytical approximations, which may not capture the
full complexity of the system’s behaviour. Although numerical methods are
valuable tools for approximating solutions to singularly perturbed reaction-
diffusion systems, they have limitations when applied to uniform meshes [20].
Uniform meshes allocate grid points evenly across the domain, resulting in
a constant mesh spacing that may be inadequate for resolving regions where
sharp changes in the solution occur due to the scale disparity. The numeri-
cal methods on uniform meshes require excessively fine meshes to accurately
capture the behaviour within the boundary layers, leading to computationally
expensive simulations [20]. Moreover, using uniform meshes can exacerbate
stability and convergence issues, particularly for stiff systems or when discon-
tinuities are present, as the numerical schemes struggle to adapt to the local
variations in the solution. Although uniform meshes offer simplicity and ease
of implementation, they may not provide sufficiently accurate results for singu-
larly perturbed systems without imposing a significant computational burden.

Adaptive mesh refinement techniques address this challenge by automati-
cally increasing the mesh resolution in regions where it is needed most, such
as near steep gradients or boundary layers, while maintaining coarser grids in
smoother areas [3,20]. This adaptive approach not only enhances the accuracy
of the solution, but also reduces computational costs by concentrating compu-
tational resources where they are most needed. As a result, adaptive meshes
enable more efficient and accurate simulations of singularly perturbed systems,
making them indispensable tools for researchers and practitioners studying
these complex phenomena [3, 20]. The meshes are often classified into a priori
meshes and posterior meshes. A priori mesh refinement is typically based on
analytical considerations or prior knowledge of the problem’s characteristics.
It is often used when the problem’s features are well understood or when com-
putational resources are limited. A posteriori mesh refinement, on the other
hand, involves dynamically adjusting the mesh resolution during or after the
solution process based on error estimates or solution properties. A posteri-
ori meshes are particularly useful for singularly perturbed problems. Initially
proposed by Bakhvalov [2], these meshes have since been extensively studied,
particularly in the context of convection-diffusion problems. Notable contribu-
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tions include Shishkin’s piecewise equidistant meshes [20], meshes employing
the equidistribution principle [8, 9, 30], Gartland-type meshes [7], Bakhvalov-
Shishkin meshes [7], and Vulanović improved Shishkin meshes [34]. Further ad-
vances have led to the development of layer-adapted meshes through recursive
formulations, such as Gartland-Shishkin meshes and graded meshes analysed
in various studies [1, 4, 13,14,18,28,31,32] and references therein.

The analysis of significant methods for the coupled system of singular per-
turbation problems based on equidistributed grids has seen little development
and lacks due attention. Researchers have applied algorithms based on equidis-
tribution principles to a wide range of practical problems, but they have con-
ducted very little theoretical analysis to explain their success. This is primarily
due to the inherent nonlinear nature of adaptive methods. For standard differ-
ence schemes, many authors [17, 19] have considered discrete analogues of the
arc-length monitor function to obtain an accurate approximate solution in the
context of convection-diffusion and reaction-diffusion problems. However, the
authors in [16] demonstrated that an arc-length monitor function fails to pro-
duce a satisfactory numerical approximation for reaction-diffusion problems.
Selecting an optimal monitor function is essentially based on the numerical
discretization used, the norm of the error to be minimized, and the nature of
the problem.

In this study, we extend the idea of adaptive grid generation based on the
equidistribution of a positive monitor function that is a linear combination of
a constant floor and a power of the second derivative of the solution to solve a
coupled system of singularly perturbed delay reaction-diffusion boundary value
problems and present a higher-order hybrid approximation using splines. The
analysis shows that the accuracy of the numerical approximation is insensitive
to the size of the singular perturbation parameter and provides insight into the
convergence behavior on such grids. Numerical results are given that confirm
the uniform convergence rates and the theoretical findings.

2 Continuous problem

Consider the system of singularly perturbed reaction-diffusion equations with
a shift given below{

L℘(ς) : = −ϵ℘′′(ς) +A℘(ς) +B℘(ς − δ) = ggg(ς), ς ∈ Ω = (0, 1),

℘(ς) = ρ(ς), ς ∈ [−δ, 0], ℘(1) = l,
(2.1)

where 0 < ϵ ≪ 1 is the perturbation parameter and δ denotes the small
shift of order o(ϵ). Here, ℘(ς) = (℘1(ς), ℘2(ς))

T , A = (amt(ς))2×2 is an L0-
matrix, B = diag(b1(ς), b2(ς)) is a diagonal matrix. The source vector ggg(ς) =
(g1(ς), g2(ς))

T and the given data amt(·), bm(·) and ρ(ς) = (ρ1(ς), ρ2(ς))
T are

sufficiently smooth functions defined on Ω̄. Besides, for m, t = 1, 2

amm > 0, bm > 0, min
{∥∥∥∥ amt

amm+bm

∥∥∥∥,∥∥∥∥amt

bm

∥∥∥∥} < 1, amt ≤ 0 ∀ m ̸= t. (2.2)
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Since δ is of order o(ϵ), the Taylor’s series expansion of ℘℘℘(ς − δ) after
neglecting the higher order derivative terms in (2.1) leads to{

L℘(ς) : = −ϵ℘℘℘′′(ς)− δB℘′(ς) + (A+B)℘℘℘(ς) = ggg(ς),

℘℘℘(0) = ρ(0) = ρ, ℘℘℘(1) = l,

where ∥.∥ represents the maximum norm on Ω. The hypotheses above assures
that the problem (2.1) admit a unique solution℘℘℘ = (℘1, ℘2)

T ∈
(
C2(Ω) ∩ C(Ω̄)

)
[20].

3 Properties of the solution

In this section, we concentrate on the stability property of the analytical so-
lution ℘℘℘ that can be derived from the maximum principle as in [29]. The
differential operator L = (L1, L2)

T satisfies the maximum principle.

Lemma 1. Let L℘ ≥ 0 on Ω and ℘℘℘(0) ≥ 0, ℘℘℘(1) ≥ 0. Then, ℘℘℘(ς) ≥ 0 on Ω̄.

As an immediate consequence of the maximum principle, it is straightfor-
ward to obtain the following estimate.

Lemma 2. Let ℘℘℘(ς) be any smooth function. Then,∥∥℘℘℘(ς)∥∥ ≤ max{
∥∥℘℘℘(0)∥∥ ,∥∥℘℘℘(1)∥∥ ,max

ς∈Ω̄
∥L1℘℘℘∥ ,max

ς∈Ω̄
∥L2℘℘℘∥}, ∀ ς ∈ Ω̄.

Utilising the stability property of the scalar differential operator, we proceed
to estimate the stability of the operator L in the following lemma.

Lemma 3. Let ℘℘℘ be the solution of (2.1) and (2.2) holds on Ω̄. Then,

∥℘m∥ ≤
2∑

t=1

(Γ−1)mt min
{∥∥∥∥ gt

att + bt

∥∥∥∥ ,∥∥∥∥gtbt
∥∥∥∥}, m = 1, 2,

where Γ = (γmt)2×2 such that γmm = 1, γmt = −min
{∥∥∥∥ amt

amm + bm

∥∥∥∥ ,∥∥∥∥amt

bm

∥∥∥∥}
for m ̸= t.

Proof. Let ℘℘℘ := u+ v where the components u and v satisfy

− ϵu′′
m − δbmu′

m + (amm + bm)um = gm on Ω, um(0) = ρm, um(1) = lm and

− ϵv′′m − δbmv′m + (amm + bm)vm = −
2∑

t=1
t ̸=m

amt℘t on Ω, vm(0) = 0, vm(1) = 0.

Lemma 2 and the triangle inequality leads to

∥℘m∥−
2∑

t=1
t ̸=m

min
{∥∥∥∥ amt

amm + bm

∥∥∥∥ ,∥∥∥∥amt

bm

∥∥∥∥} ∥℘t∥ ≤ min
{∥∥∥∥ gm

amm + bm

∥∥∥∥ ,∥∥∥∥gmbm
∥∥∥∥}.
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Since, matrix A and B satisfies (2.2), the matrix Γ = (γmt)2×2 is a diagonally
dominant L0-matrix. Hence, Γ is inverse monotone and

∥℘m∥ ≤
2∑

t=1

(Γ−1)mt min
{∥∥∥∥ gt

att + bt

∥∥∥∥ ,∥∥∥∥gtbt
∥∥∥∥}, m = 1, 2.

⊓⊔

Next, to facilitate the analysis of the numerical discretization of (2.1), we
establish derivative bounds on the solution ℘℘℘ in the following lemma.

Lemma 4. Let ξ ∈ (0, 1) ⊂ R be such that

2∑
t=1
t̸=m

min
{∥∥∥∥ amt

amm + bm

∥∥∥∥ ,∥∥∥∥amt

bm

∥∥∥∥} < ξ < 1

for m = 1, 2. Then, for k = 0, . . . , 4, ℘℘℘ satisfies

|℘(k)
m (ς)| ≤ C

(
1 + ϵ−

k
2

(
e

(
−ς
√

ζ
ϵ

)
+ e

(
−(1−ς)

√
ζ
ϵ

)))
, ∀ ς ∈ Ω̄,

where ζ = ζ(ξ) := (1− ξ) min
m=1,2

min
ς∈[0,1]

(amm(ς) + bm(ς)) > 0.

Proof. Proof imitates steps as in Lemma 2.4 of [12]. ⊓⊔

4 Solution decomposition

The standard decomposition of the solution plays a crucial role in the con-
vergence analysis of numerical methods for singularly perturbed problems.
Therefore, we decompose the solution of (2.1) into smooth and layer parts
as ℘℘℘ = u+ v. where the smooth component u = (u1, u2)

T satisfy

Lu(ς) = g(ς), ς ∈ Ω; u(0) = u0(0), u(1) = u0(1) (4.1)

and the layer part v = (v1, v2)
T satisfy

Lv(ς) = 0, ς ∈ Ω; v(0) = ρ− u0(0), v(1) = l− u0(1). (4.2)

Following this, we utilize a proposition from [27] stated below and the stan-
dard factorization to estimate precise bounds on the components and their
derivatives.

Proposition 1. Let θ > 0 and I = [λ, λ + θ] be an arbitrary interval. If
𭟋 ∈ C2(I), then, ∥∥𭟋′∥∥

I
≤ 2

θ
∥𭟋∥I +

θ

2

∥∥𭟋′′∥∥
I
.
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Lemma 5. Let ℘℘℘ := u+v be the solution of (2.1) where u and v satisfy (4.1)
and (4.2), respectively. Then, the smooth part u = (u1, u2)

T satisfies∥∥∥u(k)
m

∥∥∥ ≤ C
(
1+ϵ

(2−k)
2

)
, k = 0, ..., 4, m = 1, 2,

and the layer part v = (v1, v2)
T satisfies

∥∥∥vkm∥∥∥≤C
(
1+ϵ−

k
2

(
e

(
−ς
√

ζ
ϵ

)
+e

(
−(1−ς)

√
ζ
ϵ

)))
, k=0, ..., 4, m = 1, 2, ζ ∈ Ω̄.

Proof. Proof imitates steps as in Lemma 3 and Lemma 4 of [22], Lemma 2.2
of [5] and Lemma 2.6 of [12].

⊓⊔

5 Grid structure

The development of the adaptive numerical method relies on a solution adaptive
moving mesh algorithm that automatically identifies the basic characteristics
of the boundary layers through an equidistribution principle. Following [10,11],
we consider the monitor function

M = β + |v′′1 |
1
2 + |v′′2 |

1
2 , (5.1)

where v1 and v2 are the layer components of the solution ℘℘℘ = (℘1, ℘2)
T and β

is a positive constant. Earlier works [8,10,11] show that one should choose the
least value of monitor function with caution to improve convergence. Therefore,
by setting an appropriate floor value β, the grid prevents point clustering within
layers and ensures proper distribution of grid points outside layers.

Using the derivative bounds for v(ς) in Lemma (5) yields an approximation
of v′′m(ς), m = 1, 2 at ς = ςt given by

v′′m(ς) =


α0

ϵ
exp

(
− ς
√

ζ/ϵ
)
, ς ∈ [0, 1

2 ],
α1

ϵ
exp

(
− (1− ς)

√
ζ/ϵ
)
, ς ∈

(
1
2 , 1
]
,

where α0 and α1 are the constants. Imitating the analysis from [9, 10, 11], we
have ∫ 1

0

(|v′′1 |
1
2 + |v′′2 |

1
2 )dς ≡ γ ≈ 2√

ζ
(|α0|

1
2 + |α1|

1
2 ).

Now, using (5.1) to obtain a map

β

γ
ς(ξ) + θ0

(
1− exp

(
− ς(ξ)

2

√
ζ

ϵ

))
= ξ
(
β/γ + 1

)
, ς(ξ) ≤ 1

2
(5.2)

β

γ
(1−ς(ξ))+θ1

(
1− exp

(
− (1− ς(ξ))

2

√
ζ

ϵ

))
=(1−ξ)

(
β/γ+1

)
, ς(ξ) >

1

2
,
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where θ0 = |α0|
1
2

|α0|
1
2 +|α1|

1
2
and θ1 = |α1|

1
2

|α0|
1
2 +|α1|

1
2
= 1− θ0.

Given the relation between adaptive grid {ςt}Nt=0 and uniform grid{
ξt =

t
N

}N

t=0
, the required non-uniform grid is given by

β

γ
ςt + θ0

(
1− e

(
− ςt

2

√
ζ
ϵ

))
=

t

N

(
β

γ
+ 1

)
, ςt ≤

1

2
(5.3)

β

γ
(1− ςt) + θ1

(
1− e

(
− (1−ςt)

2

√
ζ
ϵ

))
=

(
1− t

N

)(
β

γ
+ 1

)
, ςt >

1

2
. (5.4)

Next, for an appropriate β, we study the structure of the grid so generated,
some of the associated properties and illustrate its distribution.

Lemma 6. Let β = γ. Then,

ςkl
< 2

√
ϵ

ζ
logN < ςkl+1

and ςkr−1
< 1− 2

√
ϵ

ζ
logN < ςkr

,

where

kl=

[
θ0
2
(N−1) +

√
ϵ

ζ
N logN

]
, kr=

[
N−

(
θ1
2
(N−1)+

√
ϵ

ζ
N logN

)]
+1.

Here, [·] represents the integral part of the term. Moreover,

e

(
− ςt

2

√
ζ
ϵ

)
≤ CN−1, t ≥ kl − 1, ςt ≤

1

2
,

e

(
− (1−ςt)

2

√
ζ
ϵ

)
≤ CN−1, t ≤ kr, ςt >

1

2
.

Proof. Put ςt = 2
√

ϵ
ζ logN in (5.3) and solve for t to find kl. Using (5.4) we

can similarly compute kr. ⊓⊔

Setting β = γ aligns the equidistributed grid with some features of the a priori
mesh. However, the exponential stretching within layers reduces discretisation
errors, enhancing accuracy [9, 11]. Next, we obtain bounds on the grid width
in the layer region

(
{ςt}kl−1

t=0 and {ςt}Nt=kr+1

)
and the outer region

(
{ςt}kr

t=kl

)
.

Lemma 7. For t={1, ..., kl} ∪ {kr+1, ..., N}, ℏt:=ℏt − ℏt−1<2C
√
ϵ/ζ. More-

over,

|ℏt+1 − ℏt| ≤

{
Cℏ2t , t = 1, ..., kl − 1,

Cℏ2t+1, t = kr + 1, ..., N − 1.

Proof. We estimate the result for the left layer. The result for the right layer
portion follows analogously. Imitating the steps from [11, Lemma 3.2] we use

(5.3) to obtain ς̄t > ςt such that e

(
− ςt

2

√
ζ
ϵ

)
= 1 − 2t

θ0N
. A rearrangement of
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terms yields ςt < ς̄t = −2
√

ϵ
ζ log

(
1− 2t

θ0N

)
. Using ς̄t into (5.3) to compute

ςt > ςt = −2

√
ϵ

ζ

(
1− 1

θ0

(
2t

N
+ 2

√
ϵ

ζ
log

(
1− 2t

θ0N

)))
.

Thus, for t = 1, ..., kl

ℏt=ςt−ςt−1<ς̄t−ςt−1 = 2

√
ϵ

ζ
log

[
1+

2+2
√

ζ
ϵN log

(
θ0N

θ0N−2(t−1)

)
θ0N − 2t

]
<2C

√
ϵ

ζ
.

Moreover, note that

|ℏt+1 − ℏt|
ℏ2t

≤
2

∣∣∣∣ςξξ (ϕ(1)
t

)∣∣∣∣(
ςξ

(
ϕ
(2)
t

))2 , where ϕ
(1)
t ∈ (ξt−1, ξt+1), ϕ

(2)
t ∈ (ξt−1, ξt).

Then, from (5.2) and β = γ, we obtain

ςξ(ϕ) =
4
√

ϵ
ζ

2
√

ϵ
ζ + θ0e

(
− ς(ϕ)

2

√
ζ
ϵ

) and ςξξ(ϕ) =
8θ0
√

ϵ
ζ e

(
− ς(ϕ)

2

√
ζ
ϵ

)
(
2 ϵ
ζ + θ0e

(
− ς(ϕ)

2

√
ζ
ϵ

))3 .

This implies that

|ℏt+1 − ℏt|
ℏ2t

≤
θ0

√
ζ
ϵ

(
2 ζ
ϵ + θ0e

(
− ς(ϕ)

2

√
ζ
ϵ

))2

2

(
2 ζ
ϵ + θ0 exp

(
− ς(ϕ)

2

√
ζ
ϵ

))3 ≤ C.

⊓⊔

Next, we find the following generalized bounds on ℏt.

Lemma 8. For t = 1, ..., N , the adaptive grid width satisfies ℏt ≤ CN−1.

Proof. For proof, see Lemma 2.4 of [12]. ⊓⊔

6 The difference method

We now describe the difference approximation of (2.1) on the adaptive grid
Ω̄N

E ≡ {0 = ς0 < ς1 < · · · < ςN = 1}. We employ a cubic spline difference
method within the boundary layer region and an exponential spline difference
method in the outer layer region.

The cubic spline polynomials Sm(ς) for m = 1, 2, are determined by solv-
ing D4Sm(ς) = 0, for all ς ∈ [ςt−1, ςt], t = 1, 2, . . . N such that Sm(ςt−1) =

Math. Model. Anal., 31(1):26–46, 2026.
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Ym(ςt−1), Sm(ςt) = Ym(ςt), S
′′
m(ςt−1) = Y ′′

m(ςt−1) and S′′
m(ςt) = Y ′′

m(ςt). Now,
for t = 0, . . . , N , we use S′′

m(ςt) = Mm,t to find

Sm(ς) =
(ςt−ς)3

6ℏt
Mm,t−1 +

(ς−ςt−1)
3

6ℏt
+
(
Ym(ςt−1)−

ℏ2t
6
Mm,t−1

) (ςt−ς)

ℏt

+
(
Ym(ςt)−

ℏ2t
6
Mm,t

) (ς − ςt−1)

ℏt
.

For t = 1, ..., N − 1, the continuity constraint of S′
m(ς) at ςt, leads to the

following system for Mm,t

ℏt
6
Mm,t−1 +

(ℏt + ℏt+1

3

)
Mm,t +

ℏt+1

6
Mm,t+1

=
Ym(ςt+1)− Ym(ςt)

ℏt+1
− Ym(ςt)− Ym(ςt−1)

ℏt
.

(6.1)

To obtain second order approximation for Y ′
m(ς), we use Taylor’s series expan-

sion of Ym about ςt. Consequently, for m = 1, 2, we obtain

Y ′
m(ςt) ≈

ℏ2tYm(ςt+1) + (ℏ2t+1 − ℏ2t )Ym(ςt)− ℏ2t+1Ym(ςt−1)

ℏt+1ℏt(ℏt+1 + ℏt)

Y ′′
m(ςt) ≈

2(ℏtYm(ςt+1)− (ℏt+1 + ℏt)Ym(ςt) + ℏt+1Ym(ςt−1))

ℏt+1ℏt(ℏt+1 + ℏt)
.

A substitution in Y ′
m(ςt+1) ≈ Y ′

m(ςt) + ℏt+1Y
′′
m(ςt) and Y ′

m(ςt−1) ≈ Y ′
m(ςt) −

ℏtY ′′
m(ςt) leads to

Y ′
m(ςt+1) ≈

(ℏ2t + 2ℏt+1ℏt)Ym(ςt+1)− (ℏt+1 + ℏt)2Ym(ςt) + ℏ2t+1Ym(ςt−1)

ℏt+1ℏt(ℏt+1 + ℏt)

Y ′
m(ςt−1) ≈

2(−ℏ2tYm(ςt+1)+(ℏt+1+ℏt)2Ym(ςt)−(ℏ2t+1+2ℏt+1ℏt)Ym(ςt−1))

ℏt+1ℏt(ℏt+1 + ℏt)
.

Substitute Mm,t for i = t, t± 1, from

− ϵM1,i − δb1(ςi)Y
′
1(ςi) + (a11(ςi) + b1(ςi))Y1(ςi) + a12(ςi)Y2(ςi) = g1(ςi),

− ϵM2,i − δb2(ςi)Y
′
2(ςi) + a21(ςi)Y1(ςi) + (a22(ςi) + b2(ςi))Y2(ςi) = g2(ςi)

in (6.1), we get the following system for t = 1, ...N − 1, m = 1, 2,(
−ϵ

ℏt(ℏt+1 + ℏt)
+

ℏt
6(ℏt+1 + ℏt)

(
amm(ςt−1) + bm(ςt−1)

)
+

ℏt+1 + 2ℏt
6(ℏt+1 + ℏt)2

δbm(ςt−1)

+
ℏt+1

3ℏt(ℏt+1 + ℏt)
δbm(ςt)−

(ℏt+1)
2

6ℏt(ℏt+1 + ℏt)2
δbm(ςt+1)

)
Ym,t−1

+

(
ϵ

ℏt+1ℏt
+

(amm(ςt) + bm(ςt))

3
− 1

6ℏt+1
δbm(ςt−1)−

(ℏt+1 − ℏt)
3ℏt+1ℏt

δbm(ςt)
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+
1

6ℏt
δbm(ςt+1)

)
Ym,t +

(
−ϵ

ℏt+1(ℏt+1 + ℏt)
+

ℏt+1

6(ℏt+1 + ℏt)
(amm(ςt+1) + bm(ςt+1))

+
(ℏt)2

6(ℏt+1 + ℏt)2
δbm(ςt−1)−

ℏt
3ℏt+1(ℏt+1 + ℏt)

δbm(ςt)

− (ℏt + 2ℏt+1)

6(ℏt+1 + ℏt)2
δbm(ςt+1)

)
Ym,t+1 +

(
ℏt

6(ℏt+1 + ℏt)
am(3−m)(ςt−1)

)
Y(3−m),t−1

+

(
am(3−m)(ςt)

3

)
Y(3−m),t +

(
ℏt+1

6(ℏt+1 + ℏt)
am(3−m)(ςt+1)

)
Y(3−m),t+1

=
ℏt

6(ℏt+1 + ℏt)
gm(ςt−1) +

gm(ςt)

3
+

ℏt+1

6(ℏt+1 + ℏt)
gm(ςt+1).

In a similar way, we devise an exponential difference scheme for an outer
solution.

The exponential spline is determined by solving{
(D4 − p2m,tD

2)Tm = 0, ∀ς ∈ [ςt−1, ςt], m = 1, 2, t = 1, ..., N,

Tm(ςt−1) = Ym(ςt−1), Tm(ςt) = Y (ςt), T
′′
m(ςt−1) = T ′′

m,t−1, T
′′
m(ςt) = T ′′

m,t,

where pm,t are tension parameters. As in our earlier derivation, we employ con-
tinuity constraints to derive a system of equations representing the exponential
spline relation

em,tT
′′
m,t−1 + (dm,t + dm,t+1)T

′′
m,t + em,t+1T

′′
m,t+1

=
Ym(ςt+1)− Ym(ςt)

ℏt+1
− Ym(ςt)− Ym(ςt−1)

ℏt
,

em,t =
sm,t − pm,tℏt
p2m,tsm,tℏt

, dm,t =
pm,tℏtcm,t − sm,t

p2m,tsm,tℏt
,

sm,t = sinh(pm,tℏt), cm,t = cosh(pm,tℏt).

(6.2)

Now substitute T ′′
m,t for i = t, t± 1, from

− ϵT ′′
1,i − δb1(ςi)Y

′
1(ςi) + (a11(ςi) + b1(ςi))Y1(ςi) + a12(ςi)Y2(ςi) = g1(ςi),

− ϵT ′′
2,i − δb2(ςi)Y

′
2(ςi) + a21(ςi)Y1(ςi) + (a22(ςi) + b2(ςi))Y2(ςi) = g2(ςi),

into (6.2), we get the following system for t = 1, . . . N − 1, m = 1, 2(
−ϵ

ℏt(ℏt+1+ℏt)
+

em,t

ℏt+1+ℏt
(amm(ςt−1)+bm(ςt−1))+

em,t(ℏt+1+2ℏt)
ℏt(ℏt+1 + ℏt)2

δbm(ςt−1)

+
(dm,t + dm,t+1)ℏt+1

ℏt(ℏt+1 + ℏt)2
δbm(ςt)−

em,t+1ℏt+1

ℏt(ℏt+1 + ℏt)2
δbm(ςt+1)

)
Ym,t−1

+

(
ϵ

ℏt+1ℏt
+

(
dm,t + dm,t+1

ℏt+1 + ℏt

)
(amm(ςt) + bm(ςt))−

em,t

ℏt+1ℏt
δbm(ςt−1)

− (dm,t + dm,t+1)(ℏt+1 − ℏt)
ℏt+1ℏt(ht+1 + ℏt)

δbm(ςt) +
em,t+1

ℏt+1ℏt
δbm(ςt+1)

)
Ym,t

+

(
−ϵ

ℏt+1(ℏt+1+ℏt)
+

em,t+1

ℏt+1 + ℏt
(amm(ςt+1) + bm(ςt+1)) +

em,tℏt
ℏt+1(ℏt+1 + ℏt)2
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×δbm(ςt−1)−
(dm,t+dm,t+1)ℏt
ℏt+1(ℏt+1 + ℏt)2

δbm(ςt)−
em,t+1(ℏt+2ℏt+1)

ℏt+1(ℏt+1 + ℏt)2
δbm(ςt+1)

)
Ym,t+1

+
em,t

ℏt+1 + ℏt
am(3−m)(ςt−1)Y(3−m),t−1 +

(
dm,t + dm,t+1

ℏt+1 + ℏt

)
× am(3−m)(ςt)Y(3−m),t +

em,t+1

ℏt+1 + ℏt
am(3−m)(ςt+1)Y(3−m),t+1

=
em,t

ℏt+1 + ℏt
gm(ςt−1) +

(
dm,t + dm,t+1

ℏt+1 + ℏt

)
gm(ςt) +

em,t+1

ℏt+1 + ℏt
gm(ςt+1).

Therefore, in the outer layer portion, the proposed method mitigates the non-
monotonic behaviour of the cubic spline difference method by incorporating
exponential splines. Consequently, the associated problem (2.1) takes the form:
Find Y = (Y1, Y2)

T such that

[LNY ]t = [Γg]t

⇐⇒



[LN
1 Y ] ≡ r−1,tY1,t−1 + rc1,tY1,t + r+1,tY1,t+1 + q−m,ta12,t−1Y2,t−1

+qcm,ta12,tY2,t + q+m,ta12,t+1Y2,t+1 = q−m,tg1,t−1 + qcm,tg1,t

+q+m,tg1,t+1,

[LN
2 Y ]≡r−2,tY2,t−1+rc2,tY2,t+r+2,tY2,t+1+q−m,ta21,t−1Y1,t−1

+qcm,ta21,tY1,t + q+m,ta21,t+1Y1,t+1 = q−m,tg2,t−1 + qcm,tg2,t

+q+m,tg2,t+1,

Y1,0 = ℘1(0), Y1,N = ℘1(1), Y2,0 = ℘2(0), Y2,N = ℘2(1),

(6.3)

where [Γ (gm)]t = q−m,tgm,t−1 + qcm,tgm,t + q+m,tgm,t+1, LN = (L1, L2)
N and

gt = (g1,t, g2,t)
T .

The values of the coefficients r∗m,t and q∗m,t, where m = 1, 2, t = 1, ..., N − 1
and ∗ = −, c,+, are determined based on the location of the grid points ςt that
partition the domain [0, 1] of LN . The coefficients are given as follows:

When ςt lies within the boundary layer part of the grid, i.e., t ∈ {1, ...kl −
1}∪{kr+1, ..., N−1}, the cubic spline difference method employed to determine
the coefficients reads

r−m,t=
−ϵ

ℏt(ℏt+1+ℏt)
+q−m,t(amm(ςt−1)+bm(ςt−1))+

ℏt+1 + 2ℏt
6(ℏt+1+ℏt)2

δbm(ςt−1)

+
ℏt+1

3ℏt(ℏt+1 + ℏt)
δbm(ςt)−

(ℏt+1)
2

6ℏt(ℏt+1 + ℏt)2
δbm(ςt+1),

rcm,t =
ϵ

ℏt+1ℏt
+ qcm,t(amm(ςt) + bm(ςt))−

1

6ℏt+1
δbm(ςt−1)

− (ℏt+1 − ℏt)
3ℏt+1ℏt

δbm(ςt) +
1

6ℏt
δbm(ςt+1),

r+m,t =
−ϵ

ℏt(ℏt+1 + ℏt)
+ q+m,t(amm(ςt+1) + bm(ςt+1)) +

(ℏt)2

6(ℏt+1 + ℏt)2

× δbm(ςt−1)−
ℏt

3ℏt+1(ℏt+1 + ℏt)
δbm(ςt)−

(ℏt + 2ℏt+1)

6(ℏt+1 + ℏt)2
δbm(ςt+1),
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q−m,t =
ℏt

6(ℏt+1 + ℏt)
, qcm,t =

1

3
, q+m,t =

ℏt+1

6(ℏt+1 + ℏt)
.

When ςt lies outside layers, i.e., t ∈ {kl, . . . , kr}, the coefficients associated
with the exponential spline difference method reads

r−m,t =
−ϵ

ℏt(ℏt+1 + ℏt)
+ q−m,t(amm(ςt−1) + bm(ςt−1))

+
em,t(ℏt+1 + 2ℏt)
ℏt(ℏt+1 + ℏt)2

δbm(ςt−1) +
(dm,t + dm,t+1)ℏt+1

ℏt(ℏt+1 + ℏt)2
δbm(ςt)

− em,t+1ℏt+1

ℏt(ℏt+1 + ℏt)2
δbm(ςt+1),

rcm,t =
ϵ

ℏt+1ℏt
+ qcm,t(amm(ςt) + bm(ςt))−

em,t

ℏt+1ℏt
δbm(ςt−1)

− (dm,t + dm,t+1)(ℏt+1 − ℏt)
ℏt+1ℏt(ht+1+ℏt

)
δbm(ςt) +

em,t+1

ℏt+1ℏt
δbm(ςt+1),

r+m,t =
−ϵ

ℏt(ℏt+1 + ℏt)
+ q+m,t(amm(ςt+1) + bm(ςt+1))

+
em,tℏt

ℏt+1(ℏt+1 + ℏt)2
δbm(ςt−1)−

(dm,t + dm,t+1)ℏt
ℏt+1(ℏt+1 + ℏt)2

δbm(ςt)

− em,t+1(ℏt + 2ℏt+1)

ℏt+1(ℏt+1 + ℏt)2
δbm(ςt+1),

q−m,t =
em,t

ℏt+1 + ℏt
, q+m,t =

em,t+1

ℏt+1 + ℏt
, qcm,t =

dm,t

ℏt+1 + ℏt
+

dm,t+1

ℏt+1 + ℏt
.

7 Error analysis

Over the adaptive generated grid, we investigate the consistency error asso-
ciated with hybrid spline difference discretization (6.3). As in Section 4, we
decompose discrete approximate solution Y of (2.1) into smooth and layer
parts as Y := U + V , where the smooth component U satisfies

[LNU ] = [Γg]t, t = 1, ..., N − 1; U0 = u(0), UN = u(1)

and the boundary layer part V satisfies

[LNV ] = [Γg]t, t = 1, ..., N − 1; V 0 = v(0), V N = v(1).

Then, at each ςt, the error associated with Y t satisfies∥∥Y t −℘℘℘(ςt)
∥∥ ≤

∥∥U t − u(ςt)
∥∥+ ∥∥V t − v(ςt)

∥∥ .
Lemma 9. The smooth component u of the solution ℘℘℘ and its discrete approx-
imation U satisfies∥∥∥LN (U − u)(ςt)

∥∥∥ ≤ CN−2, t = 1, ..., N − 1.
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Proof.

1. When t ∈ {1, . . . , kl − 1} ∪ {kr + 1, . . . , N − 1}, the spline difference
approximation is obtained using cubic splines. Then, for m = 1, 2, the
Taylor’s expansion yields∥∥∥LN

m(U − u)(ςt)
∥∥∥ = |(Lm − LN

m)u(ςt)|

≤ Cϵ|ℏt+1−ℏt
∥∥|u′′′

m(ς)
∥∥
[ςt−1,ςt+1]

+Cϵ(ℏ2t+1+ℏ2t )
∥∥∥u(iv)

m (ς)
∥∥∥
[ςt,ςt+1]

≤ Cϵℏ2t (1 + ϵ
−1
2 ) + C(ℏ2t+1 + ℏ2t ) ≤ C(ℏ2t+1 + ℏ2t ).

The required estimate follows immediately from Lemmas 5, 7 and 8.

2. When t ∈ {kl, . . . , kr}, the spline difference approximation is obtained
using exponential splines. Then, it is easy to follow that∥∥LN

m(U−u)(ςt)
∥∥=|(Lm−LN

m)u(ςt)|≤Cϵℏ2tp2
∥∥u′′

m(ς)
∥∥
[ςt−1,ςt+1]

, m=1, 2.

For

pm = min
t=kl,...,kr

{pm,t} = max
t=kl,...,kr

{√
amm(ςt) + bm(ςt)

ϵ
,

√
δbm(ςt)

ϵ

}

it follows from Lemmas 5 and 8 that∥∥∥LN (U − u)(ςt)
∥∥∥ ≤ CN−2, t = kl, . . . , kr.

⊓⊔

Lemma 10. The layer component v of the solution ℘℘℘ and its discrete approx-
imation V satisfies∥∥∥LN (V − v)(ςt)

∥∥∥ ≤ CN−2, t = 1, . . . , N − 1.

Proof.

1. When t ∈ {1, . . . , kl − 1} ∪ {kr + 1, . . . , N − 1}, for the left side of the
boundary layer portion, Taylor’s expansion yields∥∥∥LN

m(V − v)(ςt)
∥∥∥ = |(Lm − LN

m)v(ςt)|

= ϵ
|ℏ2t+1v

′′′
m(ϕ

(2)
t )− ℏ2t v′′′m(ϕ

(1)
t )|

3(ℏt+1 + ℏt)
, m = 1, 2,

where ϕ
(2)
t ∈ (ςt, ςt+1) and ϕ

(1)
t ∈ (ςt−1, ςt). Moreover,

|ℏ2t+1v
′′′
m(ϕ

(2)
t )−ℏ2t v′′′m(ϕ

(1)
t )| ≤ |ℏ2t+1−ℏ2t∥v′′′m(ϕ

(2)
t )|+ℏ2t |v′′′m(ϕ

(2)
t )−v′′′m(ϕ

(1)
t )|

≤ C(|ℏ2t+1 − ℏ2t∥v′′′m(ςt)|+ ℏ2t |ℏt+1 + ℏt∥v(iv)m (ςt)|),
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where |ϕ(2)
t −ϕ

(1)
t | < (ℏt+1+ℏt). Now, using Lemmas 5 and 7 to compute

|LN (V − v)(ςt)| ≤ Cϵ
−1
2 ℏ2t e

(
−ςt

√
ζ
ϵ

)
+ Cϵ−1ℏ2t e

(
−ςt

√
ζ
ϵ

)
≤ Cγ2N−2 ≤ CN−2.

Likewise, we can estimate the outcome for the right side of the boundary
layer portion, and the desired result follows immediately.

2. When t ∈ {kl, ..., kr}, Taylor’s expansion with integral remainder yields∥∥∥LN
m(V − v)(ςt)

∥∥∥ = |(Lm − LN
m)v(ςt)| ≤ Cϵ

∥∥v′′m(ς)
∥∥
[ςt−1,ςt+1]

, m = 1, 2.

Now, using Lemma 5 yields the required bound

∥∥∥LN
m(V − v)(ςt)

∥∥∥ ≤ C

e

(
−ςt−1

√
ζ
ϵ

)
, ςt ≤ 1

2 ,

e

(
−(1−ςt+1)

√
ζ
ϵ

)
, ςt >

1
2 .

For t ≥ kl − 1 and ςt ≤ 1
2 , Lemma (6) suggests

∥∥∥LN
m(V − v)(ςt)

∥∥∥ ≤ Ce

(
−ςkl−1

√
ζ
ϵ

)
= C

e

(
−ςkl−1

2

√
ζ
ϵ

)2

≤ CN−2.

⊓⊔

We now summarize all the previously derived error estimates to present the
main convergence result. The proof follows directly from Lemma 9, Lemma 10
and the triangle inequality.

Theorem 1. Let ℘℘℘ be the solution of (2.1) and Y be the solution of (6.3)
Then, there exists a positive constant C independent of N and ϵ such that

∥℘℘℘− Y ∥Ω̄N
E

≤ CN−2.

8 Numerical experiments

In this section, we examine the performance of the proposed method using
four model problems and present numerical findings. If the exact solution of
the problem is unknown, we estimate the error EN

m,ϵ using the double mesh

principle [20], given by EN
m,ϵ = max

0≤t≤N
|Y N

m (ςt) − Ŷ 2N
m (ς̂2t)|, m = 1, 2. How-

ever, if the exact solution is available, we evaluate the maximum pointwise
errors using the formula EN

m,ϵ = max
0≤t≤N

|Y N
m (ςt) − ℘m(ςt)|, m = 1, 2. Here,

℘m(ςt) represents the exact solution, and Y N
m (ςt) denotes the numerical so-

lution obtained at the grid points ςt of the adaptive grid with N number of
intervals. Moreover, we estimate the uniform errors using EN

m = max
ϵ∈K

EN
m,ϵ
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where K = {ϵ|ϵ = 20, 2−2, ..., 2−40} and compute the order of convergence and
parameter-uniform orders of convergence using

dNm,ϵ = log2

(
EN

m,ϵ/E
2N
m,ϵ

)
, dNm = log2

(
EN

m/E2N
m

)
.

In the adaptive mesh generation process, we choose Q = 1.3. Tables 1–4 list
the uniform errors and corresponding orders of convergence for the proposed
method applied to Examples 1 and 2. The uniform errors decrease consis-
tently as the number of grid intervals increases, and the orders of convergence
are approximately two, confirming the second-order accuracy of the method.
The results align with the theoretical predictions, reinforcing the method’s ef-
fectiveness across different examples. For Example 3, Table 5 compares the
maximum pointwise error and order of convergence using the proposed method
and a hybrid finite difference method over a Shiskin mesh [33].
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Figure 1. Numerical solution for
Example 1 with N = 160.
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Figure 2. Comparison of maximum
pointwise errors, EN

1 for Example 1 for
different values of ϵ.

Figure 1 illustrates the numerical solution of a system of second-order delay
reaction-diffusion equations for Example 1 with N = 160, computed using the
proposed difference scheme. The plot shows the behaviour of the numerical so-
lution across the domain. The boundary layer effect is evident from the figure,
highlighting the method’s ability to capture steep gradients near the bound-
ary. The solution remains stable and accurate, reflecting the robustness of the
proposed scheme in handling the coupled system of delay reaction-diffusion
equations. Figure 2 compares the maximum pointwise errors for various values
of the perturbation parameter in Example 1.

Example 1. Consider the coupled system of singularly perturbed delay reaction
diffusion boundary value problem for ς ∈ Ω = (0, 1)

−ϵ℘℘℘′′(ς) +

(
ς2 + e−2ς −12ς2

−ς3 4(1 + ς4)

)
℘℘℘(ς) +

(
2ς4 0
0 ςe−ς

)
℘℘℘(ς − δ) =

(
ς4

2eς

)
,

where ℘℘℘(ς) =
(
− cos ς

2 , ς − 1
)T

for ς ∈ [−δ, 0] and ℘℘℘(1) =
(
− 1

2 ,−1
)T

.

The plot shows how the error varies with different values of perturbation pa-
rameter ϵ. The consistent pattern indicates the method’s robustness to changes
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Table 1. The errors EN
m and orders of convergence dNm in approximations Ym

for Example 1 with ϵ = 2−4, δ = 2−6 and m = 1, 2.

N=32 N=64 N=128 N=256 N=512 N=1024

EN
1 8.372e-04 2.207e-04 5.768e-05 1.481e-05 3.757e-06 8.789e-07

dN1 1.96 1.98 1.99 1.99 1.99

EN
2 6.131e-03 1.546e-03 3.874e-04 9.689e-05 2.423e-05 6.057e-06

dN2 1.98 1.99 1.99 1.99 2.00

Table 2. The errors EN
m in approximations Ym for Example 1 for different values of

ϵ and N with δ = 0.03 and m = 1, 2.

ϵ ↓ N=32 N=64 N=128 N=256 N=512

0.01 EN
1 1.160e-02 1.472e-03 3.727e-04 9.334e-05 2.353e-05

EN
2 5.057e-02 1.018e-02 2.411e-03 6.049e-04 1.514e-04

0.05 EN
1 1.072e-03 2.777e-04 7.222e-05 1.852e-05 4.697e-06

EN
2 7.637e-03 1.931e-03 4.841e-04 1.211e-04 3.028e-05

0.09 EN
1 5.642e-04 1.521e-04 3.998e-05 1.028e-05 2.609e-06

EN
2 4.273e-03 1.075e-03 2.691e-04 6.729e-05 1.682e-05

in ϵ, maintaining second-order accuracy across a range of perturbation sizes.
Figure 3 shows the distribution of grid points for Example 2 with N = 128
emphasizing areas with higher density. The grid density is higher near the
boundary layer, indicating that the adaptive algorithm effectively places more
points where the solution requires higher resolution. This adaptive grid ensures
better accuracy and efficiency in solving the problem.

Figure 4 depict a log-log plot of the maximum pointwise errors against the
number of grid intervals for Example 2. The plot illustrates the error conver-
gence rates for the two components of the solution. The linear behaviour in
the log-log plot indicates second-order convergence, validating the theoretical
error estimates provided in the paper. In contrast, Figure 5 compares the max-
imum pointwise error of the proposed method with a hybrid finite difference
method over a Shiskin mesh for Example 3. The comparison demonstrates
the superiority of the proposed hybrid spline difference method, which achieves
lower maximum pointwise errors, particularly in resolving boundary layers.
Finally, Figure 6 shows the comparison between the exact and numerical solu-
tions for Example 4. The numerical solution closely matches the exact solution
within and outside the boundary layer. This visual confirmation underscores
the method’s accuracy and reliability.

Example 2. Consider the coupled system of singularly perturbed delay reaction
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Figure 3. Density of grid points for
Example 2 with N = 128.
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Figure 4. Loglog plot of maximum
pointwise errors for Example 2.
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Figure 5. Comparison of maximum
pointwise errors for Example 3 for

proposed scheme with a finite difference
scheme defined over a piecewise uniform

Shishkin mesh.
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Figure 6. Comparison of numerical
solution with the exact solution for

Example 4 with N = 128.

diffusion boundary value problem for ς ∈ Ω = (0, 1)

−ϵ℘℘℘′′(ς) +

(
(ς + 1)2 −(1 + ς3)

−2 cos
(
πς
4

)
3e−ς

)
℘℘℘(ς) +

(
ς2 0
0 10ς

)
℘℘℘(ς − δ) =

(
eς−1

4ς

)
,

where ℘℘℘(ς) =
(
− sin ς

2 , ς
)T

for ς ∈ [−δ, 0] and ℘℘℘(1) = (0, 0)
T
.

Table 3. The errors EN
m and orders of convergence dNm in approximations Ym

for Example 2 with ϵ = 2−4, δ = 2−6 and m = 1, 2.

N=32 N=64 N=128 N=256 N=512 N=1024

EN
1 1.147e-03 2.856e-04 7.133e-05 1.783e-05 4.456e-06 1.114e-06

dN1 2.00 2.00 2.00 2.00 2.00

EN
2 4.315e-03 1.094e-03 2.743e-04 6.864e-05 1.716e-05 4.292e-06

dN2 1.97 1.99 1.99 2.00 1.99
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Table 4. The errors EN
m in approximations Ym for Example 2 for different values

of ϵ and N with δ = 0.03 and m = 1, 2.

ϵ ↓ N=32 N=64 N=128 N=256 N=512

0.01 EN
1 1.065e-02 1.928e-03 4.464e-04 1.115e-04 2.786e-05

EN
2 3.405e-02 7.115e-03 1.704e-03 4.283e-04 1.072e-04

0.05 EN
1 1.435e-03 3.571e-04 8.916e-05 2.228e-05 5.571e-06

EN
2 5.367e-03 1.365e-03 3.428e-04 8.580e-05 2.146e-05

0.09 EN
1 7.954e-04 1.983e-04 4.953e-05 1.238e-05 3.095e-06

EN
2 3.014e-03 7.606e-04 1.906e-04 4.767e-05 1.192e-05

Example 3. Consider the coupled system of singularly perturbed delay reaction
diffusion boundary value problem

−ϵ℘℘℘′′(ς) +

(
11 0
0 16

)
℘℘℘(ς) +

(
−(ς2 + 1) −(ς + 1)

−ς −ς

)
℘℘℘(ς − 1) =

(
eς

eς

)
,

where ℘℘℘(ς) = (1, 1)
T
for ς ∈ [−1, 0] and ℘℘℘(1) = (1, 1)

T
.

Table 5. Comparison of maximum pointwise errors EN
m and order of convergence dNm for

Example 3 of the proposed scheme with a hybrid difference scheme on a Shiskin mesh [33]
with m = 1, 2.

N Method in [33] Proposed method Method in [33] Proposed method
EN

1 dN1 EN
1 dN1 EN

2 dN2 EN
2 dN2

32 2.8268e-2 1.2217 1.154e-02 1.9240 4.4596e-2 1.1560 3.002e-03 1.9650
64 1.2121e-2 1.5008 3.041e-03 1.9788 2.0012e-2 1.4547 7.689e-04 1.9912
128 4.2829e-3 1.5013 7.715e-04 1.9945 7.3012e-3 1.5440 1.934e-04 1.9976
256 1.5128e-3 1.5937 1.936e-04 1.9988 2.5038e-3 1.5529 4.843e-05 1.9997
512 5.0124e-4 1.7179 4.844e-05 1.9996 8.5338e-4 1.7106 1.211e-05 2.0074
1024 1.5237e-4 1.212e-05 2.6074e-4 3.012e-06

Example 4. Consider the coupled system of singularly perturbed delay reaction
diffusion boundary value problem for ς ∈ Ω = (0, 1)

−ϵ℘℘℘′′(ς) +

(
2(ς + 1)2 −ς2

− sin(πς) e1−ς

)
℘℘℘(ς) +

(
ς2 0
0 ς

)
℘℘℘(ς − δ) = g(ς),

where ℘℘℘(ς) =
(
ς, sin(ς)

)T
for ς ∈ [−δ, 0] and ℘℘℘(1) =

(
e−1 − 1, 0

)T
. Here, the

function g(ς) = (g1(ς), g2(ς))
T is such that the exact solution of the problem is

℘1(ς) = (ς − 1)e−
2ς
ϵ+δ − ςe−

2(1−ς)
ϵ+δ + e−ς and ℘2(ς) = (ς − 1)e−

ς
ϵ+δ − ςe−

1−ς
ϵ+δ +1.
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9 Conclusions

A novel uniformly accurate difference scheme specifically designed for solving
a coupled system of singularly perturbed delay reaction-diffusion equations on
an equidistributed grid is presented in this work. This adaptive grid leverages
the equidistribution of a positive monitor function, which is a linear combina-
tion of a constant floor and a power of the second derivative of the solution.
The difference scheme combines an exponential spline difference scheme for the
outer layer and a cubic spline difference scheme for the boundary layer on the
adaptive mesh generated. This innovative approach enhances the accuracy of
the numerical solutions and maintains computational efficiency. We performed
a rigorous theoretical analysis. Our numerical experiments validate the uniform
convergence and theoretical findings, demonstrating the method’s robustness
regardless of the perturbation parameter size.
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