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Abstract. The numerical solution of the generalized nonlinear Schrodinger equa-
tion by simple splitting methods can be disturbed by so-called spurious instabilities.
We analyze these numerical instabilities for an arbitrary splitting method and apply
our results to several well-known higher-order splittings. We find that the spurious
instabilities can be suppressed to a large extent. However, they never disappear com-
pletely if one keeps the integration step above a certain limit and applies what is
considered to be a more accurate higher-order method. The latter can be used to
make calculations more accurate with the same numerically stable step, but not to
make calculations faster with a much larger step.
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1 Introduction

The dynamics of many natural systems can be viewed as the evolution of a
modulated weakly nonlinear carrier wave, where the modulation evolves on a
much larger time scale than the carrier wave itself [12,26]. A typical example is
a wave packet that contains many field oscillations and whose envelope slowly
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Stability of the Higher-Order Splitting Methods 561

evolves in a frame propagating at the carrier group velocity vgy. Slow means
slow compared to 27 /wy for the carrier wave at circular frequency w = wg. Tak-
ing advantage of scale separation, one derives a simplified propagation equation
for the complex wave amplitude v, see [20,27]. For example, in the context of
nonlinear optical fibers the envelope 1) = (2, 7) depends on the spatial coor-
dinate z along the fiber and the retarded time 7 = ¢t — z/vg. The resulting
generalized nonlinear Schrédinger equation (GNLSE) refers to the co-moving
frame and reads [1, §]

0.9+ DY)+l =0, D) =DW)e™T. (1.1

Here ® is the so-called dispersion operator with the characteristic function
D(W) and + is a material constant that quantifies the presupposed Kerr non-
linearity. For certainty we will consider v to be positive, as it is in most
cases [4].

The frequency parameter W is associated with the retarded time 7. If the
latter is discretized with the step A7, one is dealing with the finite bandwidth,
approximate solution to Equation (1.1), where

™
AT’
and Whax is the circular Nyquist frequency. From the physical standpoint,
an envelope oscillation at frequency W is superimposed on the electric field
oscillation at frequency wyg, this is how the laboratory frequency w = wy + W
comes into play. In the following, the frequency of a generic plane wave solution
to GNLSE (1.1) is denoted by W = v, the frequencies of its blue- and red-shifted
satellites are W = v % (2.

The characteristic function D(W) of the linear dispersion operator ® in
Equation (1.1) has its origin in the dispersion law, a dependence between the
wave vector and the frequency of the background carrier fiber mode, k = S(w).
Specifically, the characteristic function describes how S(w) deviates from a
straight line in the vicinity of w = wy

‘W| < Wmax = (1.2)

& B(w)

dwI

DOW) = Blwo + W) — fo — BiW  with g, =

‘w-wo

The characteristic function is usually approximated by a polynomial, which
makes © a differential operator

™
=)

J
j{ Wi, o= Z j{ (18, ). (1.3)
Jj=2

The summation starts at j = 2, because the contribution of 5y and g, =

vgrl to the pulse evolution was eliminated in the derivation of Equation (1.1).

The remaining beta coefficients are assumed to be known up to approximation
order J.

A problem statement for Equation (1.1) is that the input pulse shape is

known at the beginning of the fiber and its further evolution should be calcu-

lated along the fiber: given ¥ (z = 0, 7) one looks for 1(z > 0, 7). Physicists say

J
DW) = Z
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Equation (1.1) is unidirectional and z-propagated. The most famous member
of the equations family (1.1) is the optical nonlinear Schrédinger equation with
J=2

B2

0.1 — 333¢+7W\2¢=0, (1.4)

which is integrable [30]. Here, the pulse width in the frequency domain is so
small that only 85 counts in Equation (1.3). On the other hand, the further
generalization of Equation (1.1) is necessary for spectrally broad ultrashort
optical pulses to account for nonlinear dispersion and Raman scattering [8].
The paper deals with the numerical solution of the GNLSE (1.1) by split-step
methods.

2 Numerical method

Equation (1.1) has clearly distinguishable terms of different nature. Namely,
the linear operator ® appears because different spectral components of the
input pulse propagate at different speeds, leading to dispersive pulse spreading
[12]. The nonlinear term in Equation (1.1) is due to the nonlinear change in
refractive index and leads to pulse compression and in extreme cases even to
wave breaking [1,8]. As long as both dispersive and nonlinear effects are small,
which was assumed in the derivation of Equation (1.1), a splitting scheme is
a natural choice for the numerical solution. Of course, splitting methods are
useful for many applications beyond the envelope equation, a recent book [10]
contains several reviews of these applications. On the other hand, speaking
specifically of envelope equations, several other solution methods are available,
of which the splitting method is typically the fastest, see [17,24].

Using the simplest Lie-Trotter splitting method, one goes from ¢ (z = 0, 7)
to ¥(z = h,7) in two substeps. The nonlinear part of Equation (1.1), 9,4 =
iry|1|?4p, is solved first on 2z € [0, h]. The result is used as an initial condition in
the solution of the linear part, 0.9 = iD(¥), again on z € [0, h] and typically
employing two fast Fourier transforms. The result of the second substep is the
required approximation for ¢)(z = h, 7). The entire process is then repeated to
approximate (z = 2h, ), and so on [1,27].

If we write the reduced equations for the linear and nonlinear substeps as
0,0 = B(v) and 0.1 = A(¢) respectively, and if we denote the linear and
nonlinear evolution operators by ¢"Z and e"”, the simplest splitting method
reads

W(h,7) = "B Aw(0,7) for wp(h,T) =" BTNY(0, 7).

In the above equations, ¥ denotes the split-step approximation of ¢ and e(B+4)

represents the full evolution operator for Equation (1.1). Alternatively, the cal-
culation can start with the linear substep followed by the nonlinear substep.
Unless otherwise stated, we start with the nonlinear substep.

While the Lie-Trotter splitting is easy to implement, it still has its draw-
backs. Its one-step accuracy is O(h?), indicating that the solution method is of
first order. The accuracy can be improved by employing a higher-order split-
ting scheme. A general multiplicative splitting method, comprising of n stages,
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with each stage consisting of a single nonlinear and linear substep, is defined
by the approximation [18§]

eh(B+A) ~ ebnhBeanhA e ethB@azhAeblhBealhA~ (21)

The coefficients a1<s<, and bi<s<, are chosen such that the formal Taylor
expansions of the left- and right-hand-side of Equation (2.1) coincide as good
as possible. For instance, the well-known Suzuki-Yoshida splitting [23,28] has
4 stages and one-step accuracy of O(h®), it provides a fourth-order method.
Equation (2.1) can be easily understood for square matrices. Its relevance to
the GNLSE, where " involves a nonlinear operator A and e"? involves an
unbounded linear differential operator B, is discussed in [27]. Web page [3]
includes a compilation of helpful splittings, for most of them the last substep
is trivial (b, = 0) such that one can omit e®"4 and start the next iteration
with e(@1tan)hA “effectively reducing the number of stages by 1.

A known drawback of splitting methods is that they may suffer from nu-
merical instabilities due to their explicit nature. In the context of GNLSE,
these instabilities are known to as the spurious instabilities 7, 16]. Weideman
and Herbst [25] tackled this problem by exploiting the well-established phys-
ical phenomenon of (non-spurious) modulation instability [29] (MI). Namely,
they considered an exact solution to Equation (1.4) for the constant-amplitude
carrier wave

P = /PoetPo?, Py = const, (2.2)
which may (827 < 0) or may not (27 > 0) be prone to MI [1,27]. Weideman
and Herbst investigated to what extent this behavior is replicated by the Lie-
Trotter splitting method and derived the necessary condition for the absence
of spurious instabilities )

s
h < BaVE (2.3)
Here h is the numerical solution step and the spectrum of the approximate
GNLSE solution ¥(z,7) is bounded by Wipax in accord with Equation (1.2).

The method that leads to Equation (2.3) can be generalized in several di-
rections. One could (i) explore other solutions of the integrable Equation (1.4),
(ii) consider the more general Equation (1.1), which serves as a standard model
in nonlinear fiber optics, and (iii) explore an arbitrary splitting. The first [14,15]
and second [15,22] approaches have been discussed in the literature, while for
the third approach we are only aware on studies of the Suzuki-Yoshida split-
ting method [27]. In the following, we will discuss the spurious instabilities in
regard to Equation (1.1) and an arbitrary splitting method.

3 Modulation instability

This section presents essential information regarding MI, which must be ac-
curately reproduced by a numerical solution of Equation (1.1). For the full
description the reader should consult standard textbooks [1,27]. We consider
a specific subset of solutions to Equation (1.1)

Y(z,7) = (\/Fo—&- ’(Z(Z,T)) P yPo)z=ivr  where  |ih| < /Py, (3.1)
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For {/; = 0, Equation (3.1) yields an exact solution to Equation (1.1). The solu-
tion describes a wave with a constant amplitude /Py, its laboratory frequency
is wo + v. Note, that yP, is the nonlinear wave vector shift. In what follows,
the dimensionless value of hyFP, will play an important role for a numerical
solution with the evolution step h.

The most natural selection in Equation (3.1) is ¥ = 0, bringing us back
to the solution (2.2). Waves with v # 0 can occur due to inaccurate carrier
frequency selection, when several waves with slightly different frequencies are
described by one envelope equation, or due to various physical phenomena such
as nonlinear wave interactions [13] and self-frequency shift [11,19]. This holds
particularly true for the optical supercontinuum state [9].

With a small but non-zero 1;7 we can study the stability of the carrier wave.
Substituting Equation (3.1) into Equation (1.1) and keeping the first order
terms, we obtain a linear equation

10,0 + €D (e ) — D) + yPo() + ¥*) = 0. (3.2)

Equation (3.2) has a collection of partial solutions that are parameterized by
a real parameter {2

U(z,7) = u(2)e T £ u*(2)e!7. (3.3)

From a physical standpoint, two additional waves arise at w = wg + v £ 2.
They are identified as the blue- and red-shifted MI satellites and in accord
with Equation (3.2) can be found from the system

0. m =i {N”(Q) +_]\§;3(OQ)+”P° NV(Q)—XEO(Q)—WPJ m (3.4)

Here we introduce notations

M, (2) = D(v+ 2) — 2D2(V) +D(v— .Q)7 (3.5)
N (2) = D(V—FQ);D(V—Q),

which bear some resemblance to the definitions of discrete derivatives. M, (2)
is referred to as mismatch. The right-hand-side of Equation (3.4) yields two
eigenvalues

A= ZNV(Q) + \/_MV(Q>(MU(Q) + 2’7P0),
and MI takes place if

M, (Q)(M,(2) +2vP)) <0 = M,(2) € (=2yP,0),  (3.6)

where the final implication uses v > 0. In a favorable situation (e.g., for
D"(v) < 0), Equation (3.6) yields several domains on {2 axis, the domains
are translated into growing perturbations (3.3) indicating presence of the in-
stability. The numerical solution should display these domains up to some
approximation, moreover, it should not display any additional domains.
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4 Split-step approach to modulation instability

To facilitate a comparison between the continuous and discrete solutions of
GNLSE, we follow [22] and rephrase the well-known results from the previous
section. It is convenient to use the matrix form of both Equation (3.4)

9. m = i(N, (I + M, (2)J + 7P K) m 7 (4.1)
and its solution
[zgz)] (N (T4 M, (2)T 47 PoK) Bégﬂ 7 (4.2)

where
1 0 1 0 1 1
e ET R FRY B S B £

For an integration step, Equation (4.2) yields the following exact expression

[zg jr— Zﬂ _ N (2) i (M, (2) T +7PK) BE;H ) (4.3)

Note, that the determinant of e?*(Mv(£)J+7P0K) i3 1 and therefore the instability

condition is
Ty (eih(MI,(Q)JJr’yPgK))‘ <9 (4.4)

It is not difficult to obtain e”*(Mv()I+7PK) explicitly, which brings Equa-
tion (4.4) back to the criterion (3.6).

The above approach can be used with any splitting method. Indeed, Equa-
tion (4.1) contains terms that come from linear and nonlinear parts of GNLSE.
By treating them separately, we see that an arbitrary splitting (2.1) corresponds
to the following approximation

U(z+h)| _ @) ibh M, (2)3 iashyPoK | |U(2)
[V(z+h)] =e H e e , (4.5)

n>s>1

where U and V approximate v and v from Equation (4.3). The difference
between the exact Equation (4.3) and its split-step approximation (4.5) appears
because JK # KJ. Determinant of the matrix product in Equation (4.5) is
still 1, such that the inequality

Tr H eibShM,,(.Q)JeiaSh'yP()K > 27 (46)
n>s>1

is the split-step approximation of the MI condition (4.4).
To proceed with Equation (4.6), it is convenient to introduce two dimen-
sionless parameters

e =hyPy, ¢=hM,(0). (4.7

Math. Model. Anal., 29(3):560-574, 2024.
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In fiber optics, the quantity (yP)~! is referred to as nonlinear length and
indicates the propagation distance at which nonlinear effects become significant
[1]. In any case, the numerical solution step h should be smaller than the
nonlinear length and therefore Equation (4.6) can be simplified using ¢ < 1. On
the other hand, the value of ¢ can be arbitrary, because “small” h is multiplied
by a polynomial M, (£2) with possibly “large” (2. In addition, we introduce the
notations

(4.8)

b — bp_1-‘rbp_2+"~—|—bq ifp>q,
Pa 1—bgp if g > p,

and ,

> o= > , (4.9)

Psq5-..T n>p>q>-->r>1

where summation in the last expression is over all possible values of its indices
from n to 1 subject to the specified inequality. The trace in Equation (4.6) is
calculated in the Appendix A, the result reads

Tr H elbs?IgiaseK | — 9 cos(p) — 2esin(¢) + 4822/%% sin(bpq@) sin(bgpod)

n>s>1 p,q
!/
— 8¢? Z apaqay Sin(bpy @) sin(bgr @) sin(b,, )
P.a;T
4 i
+ 16¢ Z ApQqaras Sin(bpg@) sin(by,¢) sin(brs@) sin(bspe) + - - -
p,q,r,s

(4.10)
Applications of this result will be given in the next section. The first nontriv-
ial term of the expansion (4.10) was previously calculated in [21]. Splitting
methods that start with a linear substep are discussed in the Appendix B.

5 Examples

Equations (4.6) and (4.10) represent the primary outcome of the paper and
make it possible to analyze the interplay of the MI and spurious instabilities.
Note, that they were obtained by going from (z,7) to ¥ (z + h,7) by an
arbitrary splitting method, where the 7 variable still is continuous. We will
now examine this situation in more detail, and discuss what happens due to
the discretization of the retarded time.

True MI. Recall that € > 0 is a small parameter, while ¢ does not have to
be small, as discussed after Equation (4.7). If nevertheless we consider the case
that ¢ = O(e), Equation (4.6) yields

12 — ¢(p +2¢) + O(e*)] > 2.

This is compatible with the MI condition (3.6), which translates into inequality
(¢ + 2¢) < 0. The resulting MI domain ¢ € (—2¢,0) is compatible with the
assumption that ¢ = O(e). Therefore the core MI is correctly described by
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any splitting method as long as € < 1. An arbitrary ¢ is another story, this is
where the spurious instabilities occur.

Lie-Trotter and Strang splittings. For both e/ B+4) ~ ehBehA (Lie-
Trotter) and eM(B+4) ~ ez AchBesA (Strang) splitting methods, the instability

condition (4.6) reduces to

| cos(¢p) — esin(¢)| > 1.

The inequality also applies to the Lie-Trotter and Strang methods that begin
with a linear substep. It was first derived in the pioneer paper [25]. The
function on the left-hand-side takes its maximal value /1 + &2 for

¢ = ¢, = ™m — arctane, m € Z.
Each such ¢, is in the middle of its instability domain
¢ € I, = (mm — 2arctane, 7m).

The true MI domain (3.6), which is ¢ € (—2¢,0), is approximately recovered
for m = 0, as expected from the previous subsection. The remaining domains
are associated with spurious instabilities and should be avoided. There are two
obvious ways to remove them.

First, any discrete in 7 approximation of )(z = nh, 7) has a finite bandwidth
such that both satellite frequencies WW = v+ (2 must be smaller that Wy, ax from
Equation (1.2). This condition on {2 can be used to estimate the polynomial
mismatch M, (£2), i.e., to find an upper bound of ¢ = hM,(£2). The range
of the possible ¢ values should be chosen so that it includes Iy and has no
intersections with I+y. It is sufficient to require

—m < ¢ < m—2arctane, (5.1)

which is achieved by decreasing h. For simplicity, one can write the last in-
equality as |¢| < 7 and take its predictions with a grain of salt. For instance,
for the nonlinear Schrédinger equation (1.4), the inequality (5.1) reduces to

hB32 (22
Ly < B2

<m for |v=+ 02| <Whnax,

and leads to the classical condition (2.3) for v = 0. Applications of this ap-
proach to GNLSE were discussed in [15,22]. Another possibility is to study
whether the spurious instability domains can be removed by a more accurate
splitting method using the general criterion (4.6). This will be done bellow.

A generic two-stage splitting. Consider the approximation
MA+B)  ohb2B ghazAhtn BoharA 4 00 1 4y = 1.

Its local accuracy is O(h?), the accuracy becomes O(h?) if agb; = 1/2. Strang
splitting belongs to this class, as well as the best-two-stage splitting

eMBHA) 6(1_4)h36§hAe§hBe(l—§)hA’

Math. Model. Anal., 29(3):560-574, 2024.



568 Sh. Amiranashvili and R. Ciegis

and the rational Milne splitting

h(B+A) o o8B, A 'Be%”'A’

'S
U“B‘

(& e

see [3]. Using Equation (4.10), one derives the instability criterion
| cos(p) — esin(¢) + 2a;ase” sin(by @) sin(bad)| > 1,
which yields the true MI for ¢ = O(e), and the spurious instabilities in the

vicinity of ¢ = £w. It is easy to see that the spurious instabilities can be
reduced to some extent, a close to optimal choice is

>

h(B+A) o o= 8B A B A

esfez Pe

However, the spurious instabilities are still present. The only exception is
o . . . h h h h . .

a trivial first-order two-stage splitting ezPez4ezBe34, in which case they

appear in the vicinity of ¢ = 427, because the integration step h is actually

halved.

Higher-order splittings. Now we consider two practically relevant 4th and
6th order splittings with n = 7 and n = 11 respectively, namely Sg and Sy
methods with effectively 6 and 10 stages developed by Blanes and Moan [6].
As the analytical approach seems to be impossible here, the left-hand-side of
Equation (4.6) is numerically plotted in Figure 1. In addition, we show the
results for the classical Suzuki-Yoshida splitting. The latter is even worse than
the simplest Lie-Trotter method when one starts with a nonlinear substep,
see [27]. As to Sg and Sig splittings, the spurious instabilities are strongly
suppressed for both of them, but they still exist in extremely narrow domains
at ¢ = +m.

[

-1

>
>

> 2.03 <

N
\ L/ \

34 33 32 31 ¢ 2.9 3.0 3.1 32 ¢

<&
<

—n—2¢
-
n-2¢

abs(trace)

Figure 1. Left-hand-side of Equation (4.6) is shown upon ¢ € I_1 (left panel) and ¢ € I1
(right panel) for e = 0.1 and several popular splitting methods. The spurious instabilities
appear where |trace| > 2. The following methods are presented: Lie-Trotter (black, the
same curve also applies to the Strang splitting), Suzuki-Yoshida (red), Suzuki-Yoshida
starting with the linear substep (green), Sg and S19p methods reported by Blanes and
Moan [6] (both blue, the difference between the methods is too small to see). The latter
two methods seem to be free of the spurious instabilities, but actually have eigenvalues that
exceed 1 by a small amount (A — 1~ 4-1073 for Sg and 2-10~% for S1o).
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To illustrate this, consider a GNLSE that applies to the so-called pure-
quartic solitons
Ba

4 2 _
Loty + Py =0, (5:2)

see [5]. Equation (5.2) has a constant-amplitude carrier wave solution (2.2),
the latter is stable if 54y > 0. Let us consider to which extent this property
is reproduced by the 6th order split-step method Sy from [6]. Figure 2 shows
two numerical solutions of Equation (5.2) for a randomly perturbed wave (2.2).
The solution step is taken slightly below and slightly above the value predicted
by the inequality (5.1). As we see, the numerical instability is not eliminated
by use of an accurate higher-order splitting method. One still has to reduce
the integration step.

Note, that the initial field state that was used to generate Figure 2 corre-
sponds to the plain-wave solution of GNLSE, the one that was used to analyze
MI. Extending of these results to an arbitrary solution of GNLSE is a com-
plicated problem beyond the scope of the present study. To the best of our
knowledge, it has only been addressed for a fundamental soliton solution in the
simplest integrable NLSE, see [14].

10,9 +

abs(¥)

1.05

1.05 1.05

1.00 1.00  1.00

0.95 0.95
; 0.95

¢ o 273 ] &\'\@\ 0 D &\'\6’\
st ) - Vst
MNce 2/ 703]5 5 Oego* MNce 2 109 &

Figure 2. Two exemplary numerical solutions of the GNLSE (5.2) with 84 = 0.05 and
~v = 0.2. A mathematically stable initial condition (2.2) with Py = 1 was used. The
constant-amplitude wave was randomly perturbed, the perturbation level was 0.1 %. An
accurate 6th-order split-step method S1o from [6] was applied with A7 = 0.25 and 214
harmonics. The left panel shows 105 steps with h = 0.060. The right panel shows 5 - 10%
steps with h = 0.061. The results agree with the inequality (5.1), the latter for the case at
hand predicts spurious instabilities for the integration step A > 0.06047.

6 Conclusions

As explained when analyzing the Lie-Trotter and Strang splittings in Section 5,
a sure way to eliminate the spurious instabilities is to impose a restriction onto
the mismatch (3.5). Roughly speaking, it is necessary that h|M,, (£2)| < , for
all carrier offsets v and all satellite offsets {2, for more details see [15,22]. The
main result of the present study is that:

e The requirement h|M, (£2)| < 7 holds true for all tested splitting methods,
no matter how accurate the splitting is.

Math. Model. Anal., 29(3):560-574, 2024.
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Using more and more accurate splitting schemes, one still faces the spurious
instabilities (Figure 1). As the approximation order increases, the instabilities
tend to become less pronounced, moreover their domain may become extremely
narrow, as it happens for the Sg and Sy splittings from [6]. In practice, there
are good chances that discrete numerical frequencies does not hit the unstable
domain, or that the spurious instability will not have time to develop on a finite
integration interval, see Figure 2. Nevertheless, the spurious instabilities are
present. This leads to a conclusion, that

e A higher-order splitting method can be used to make calculations more
accurate with the same h, but it cannot be used to make calculations
more fast by employing a considerably larger h.

To avoid the spurious instabilities, the derivation of splitting schemes should
be reconsidered. One should take care that the trace in Equation (4.6) do not
exceed 2 when choosing coefficients of a splitting method. We can hope that it
. . . ciis hp hp hp hp .
is possible, e.g., because for a trivial two-stage splitting ez”ez“ez”ez* which
is used in certain additive schemes [2], the spurious instabilities first appear at
h|M, (£2)| ~ 27. One should look for new higher-order splittings with the same
property. This will be a topic for future research.
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Appendix A. Trace calculation

The derivation of Equation (4.10) is outlined in this Appendix. We consider
the matrix from Equation (4.6), the matrix will be denoted by U, and use the
notations from Equation (4.7) such that

U= H oibs 83 iaseK

n>s>1

et 0 . et 0 .
= [ 0 eibmb} (I+iaeK)--- { 0 eilmb} (I+ia1eK),

because K? = 0. Calculating U, it is natural to introduce an expansion

i
U= [eo 6014 +eUW 4+ 2U® 42U 4

because in all practically relevant cases ¢ < 1, as explained after Equation (4.7).
We have the following expressions

i(bp+bp)d 0
e .
UL — Z [ 0 ei(bn+--<bp)¢] (ia,K)
n>p>1
eilbp—1+--b1)¢ 0
x 0 e—i(bp—r+-b1)@ |
and
[ei(bn+--bp)d 0
e .
u® — Z 0 e—z‘(bn,+-~~bp)¢} (tapK)
n>p>q>1 -
[ei(bp—14:--bg)¢ 0
e .
% 0 e—i<bp1+---bq>¢} (ia,K)
[ei(bg—1+-b1)d 0
X 0 e—i(bg—1+-b1)9 |
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and
[ ’i(va“l’"'bp)(i) O
3) _ € i
U® = Z 0 o= i(bntby)é (ia,K)
n>p>q>r>1 -

[oi(bp—1+++bg) o 0 T
e .

X 0 e—i(bp—1++bg)d (iagK)
[oi(bg—1+-br)g 0
e .

X 0 e~ ilbg—1+-br)o (ia,K)
[ei(br—1t:--b1)¢ 0 T

x 0 e~ Hbr—14--01)¢ |

with the evident structure of the further terms. Using a cyclic permutation
of the first multiplier and the shortcuts from Equation (4.8) and (4.9), we see
that as long as only traces of the above matrices are of interest, it is possible
to make the following replacements

- i
UM Z (ta,K) 60 _Ol¢:| )
n>p>1 - c
r _eibpqd’ 0 i i eibqp(b 0
U® Z (tap,K) 0 e~ ibpgd (qu){ 0 e~ bap® |
P:q - B
P e R I e |
U Z (ia,K) 0 e~ bpad (iaK) [ 0 e~ ard
;g - -
[ibrpd 0
. e
x (1a,K) 0 o—ibrpd |
o :6ibm¢ 0 . ) etbar® 0
D:q,7>8 - B
. [gibrs 0 , etbsr® 0
X(ZarK) 0 o—ibred (ZasK) 0 e ibspd |

and so on. With the help of some computer algebra, traces of the latter expres-
sions finally lead to the expansion (4.10). We also calculated U®) and UO),
their contribution preserves the general structure of Equation (4.10).

Appendix B. Splitting methods that start with a linear
substep

Recall, that the evolution operators triggered by the linear and nonlinear sub-
steps were denoted by e"P and e'4, i.e., Equation (2.1) describes a generic
splitting method that starts with a nonlinear substep. If one chooses to start
with a linear substep, Equation (2.1) should be replaced by

MBHA) oy bnhAanhB | bshAa2hB bihA jaihB (B.1)
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and the reformulated Equation (4.6) is
Tr H ibshy PoK piashM, (2)3 | | 5 o
n>s>1

The latter inequality gets the same structure as the original Equation (4.6) after
a cyclic permutation that moves the last exponent to the first place, the trace is
not affected. Therefore we can take any relation derived from Equation (4.6),
apply the replacement rule

bnaanabn—lyan—l"'an(lQ,bl,al — alabnaanabn—l"'a3762,a2,b17

and get the linked result for the splitting method (B.1). The practical difference
between the splittings (2.1) and (B.1) can be quite significant, see Figure 1.
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