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Abstract. In this paper, we investigate the boundary feedback sta-

bilization of a quasilinear hyperbolic system with zero character-

istic speed and a partially dissipative structure. This structure

enables us to construct a Lyapunov function that guarantees expo-

nential stability for the H2 solution. We also introduce another set

of stability conditions by restricting terms corresponding to zero

eigenvalues to the dissipative part, which still ensures exponential

stability. As an application, we achieve feedback stabilization for

the modified model of neurofilament transport in axons.
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1 Introduction and main results

The study of stability and stabilization for hyperbolic equations has been a
significant area of research for many years, primarily due to its wide applica-
tions in physics and mechanics (see [2, 4] and the references therein). Over
the decades, various methods have been developed to establish the asymptotic
stability of hyperbolic systems, including: characteristic method, backstepping
method, Lyapunov function method, etc. The characteristic method is a tra-
ditional approach that utilizes the properties of characteristics in hyperbolic
equations to analyze stability, notable works include [3, 7, 13, 22]. As a recent
technique, the backstepping method has been gaining more attention for its
effectiveness in stabilizing hyperbolic systems, we refer to [8, 9, 10, 18, 21] for
related investigations. The Lyapunov function method is a fundamental and
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powerful tool in studying stability of homogeneous hyperbolic systems (see, for
example, [5, 25]).

When dealing with inhomogeneous hyperbolic systems, the stability prop-
erties change notably due to the presence of a nonzero source term. The Lya-
punov function approach, which is still applicable to this kind of systems, re-
quires adjustments to account for this change (see for instance [12,14]). In [1], a
necessary and sufficient condition for simple quadratic Lyapunov function was
introduced to study a linear 2×2 hyperbolic system. Later in Chapter 6 of [2],
the authors gave a sufficient (but a priori non-necessary) condition such that
the exponential stability of the system for the Hp (p ≥ 2) norm is achieved.
We also refer to [16] for a relevant result in C1-norm or Cp-norm.

Actually, these conditions for stability often include an interior condition,
which requires a good coupling structure of the hyperbolic system, compared
to the homogeneous case.

In [26], Yong introduced an important concept named structural stability
condition, which is satisfied in many physical models. This structure provides
a different viewpoint in the study of hyperbolic systems. Subsequently, build-
ing upon this structure, they successfully established the boundary feedback
stabilization for one-dimensional linear hyperbolic systems without vanishing
characteristic speed (see [17]). Recently, in [23], the authors of this work stud-
ied one-dimensional nonlinear quasilinear hyperbolic systems with the same
relaxation structure. Through the construction of a strict Lyapunov function
together with a perturbation argument, we established the local exponential
stability in H2-norm of these systems without vanishing characteristic speed,
moreover, we are also able to provide an explicit and sufficient condition for
the gains required in stabilizing boundary feedback control.

The presence of zero characteristic speed in various physical models brings
additional challenges in boundary control problems, as boundary conditions
may not effectively influence all variables in the system. Several studies have
been conducted on this topic, for example, the exact boundary controllability
for linear and quasilinear hyperbolic systems with a vanishing characteristic
speed was considered in [19] and [6], respectively. In [15], the backstepping
method was applied to a 3×3 linear hyperbolic system with zero characteristic
speed. In [27], Yong showed that under the structural stability condition out-
lined in [17], the boundary feedback stabilization result is also available for a
class of one-dimensional linear hyperbolic system with vanishing characteristic
speed.

Inspired by [27], in this paper, we consider a one-dimensional quasilinear
hyperbolic system with vanishing characteristic speed and the same relaxation
structure as in [23]. Thanks to the partial dissipation in the structural stability
condition, by introducing an additional assumption regarding internal coupling
to address the boundary estimate, we establish the local exponential stability
of this nonlinear system for the H2-norm. Furthermore, by restricting the
terms corresponding to the zero eigenvalues to the dissipative part, we propose
another type of stability condition which still ensures the achievement of local
exponential stability. The main strategy is to construct a strict Lyapunov
function together with a perturbation argument based on linear approximation.
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Compared to the result in [27], we provide an explicit sufficient condition for
the gains of stabilizing boundary feedback control.

Precisely, in this work, we are concerned with the boundary feedback sta-
bilization of the following one-dimensional quasilinear hyperbolic system

Ut +A(U)Ux = Q(U), t ∈ (0,∞), x ∈ (0, 1), (1.1)

where U = (u1, . . . , un)
T is the unknown vector function of (t, x). Q : Rn 7→ Rn

is a smooth vector function. Let U∗ ∈ Rn be an equilibrium of (1.1), i.e.,

Q(U∗) = 0.

Without loss of generality, we may assume U∗ = 0, otherwise one can consider
U − U∗ as the unknown variable. A : Rn 7→ Mn,n(R) is a smooth matrix
function. In a neighborhood of U = 0, the matrix A(U) has n real eigenvalues
Λi(U) (i = 1, . . . , n) satisfying

Λl(U) < 0 < Λs(U) (l = 1, . . . ,m; s = n− p+ 1, . . . , n; p+m ≤ n),

Λk(U) = 0 (k = m+ 1, . . . , n− p),

and a complete set of left eigenvectors Li(U) = (Li1(U), . . . ,Lin(U)) (i =
1, . . . , n), i.e.,

Li(U)A(U) = Λi(U)Li(U) (i = 1, . . . , n).

Let

L(U) =

 L−(U)
L0(U)
L+(U)

 =


L1(U)
...
Ln(U)

 , Λ(U) =

 Λ−(U) 0 0
0 0 0
0 0 Λ+(U)

 ,

where

Λ−(U) = diag{Λ1(U), . . . ,Λm(U)}, Λ+(U) = diag{Λn−p+1(U), . . . ,Λn(U)},

and L−(U) ∈ Mm,n(R), L0(U) ∈ Mn−m−p,n(R) and L+(U) ∈ Mp,n(R).
Then,

L(U)A(U) = Λ(U)L(U).

Also denote that

R(U) = L−1(U) = (R−(U),R0(U),R+(U)),

where R−(U) ∈ Mn,m(R), R0(U) ∈ Mn,n−m−p(R) and R+(U) ∈ Mn,p(R).
It is easy to see that system (1.1) is hyperbolic if and only if there is a

symmetric positive definite matrix A0(U), such that

A0(U)A(U) = AT (U)A0(U). (1.2)

Moreover, we assume the system possesses the following partially dissipative
structure in a neighborhood of U = 0:
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There exist invertible matrices P(U) ∈ Mn,n(R) and S(U) ∈ Mr,r(R) with
0 < r ≤ n, such that

P(U)QU (U) =

(
0 0
0 S(U)

)
P(U), (1.3)

A0(U)QU (U) +QT
U (U)A0(U) ≤−PT (U)

(
0 0
0 Ir

)
P(U). (1.4)

Here, QU (U) stands for the Jacobian matrix of Q with respect to U , Ir denotes
the r × r identity matrix.

Let us point out that the above assumptions (1.3) and (1.4) are called struc-
tural stability conditions in [26]. In our previous work [23], these conditions are
sufficient to ensure boundary feedback stabilization for systems without van-
ishing characteristic speed. However, in this paper, to overcome the difficulties
brought by the zero characteristic speed, we introduce two additional coupling
conditions as

P(0)A(U)P−1(0) =

(
a(U) b(U)
c(U) d(U)

)
,

a(0) has only positive (or only negative) eigenvalues (1.5)

with a(U) ∈ Mn−r,n−r(R), b(U) ∈ Mn−r,r(R), c(U) ∈ Mr,n−r(R), d(U) ∈
Mr,r(R) and

L−(U)R0(0) = 0, L+(U)R0(0) = 0. (1.6)

Set

ξ−(t, x)=L−(0)U(t, x), ξ0(t, x)=L0(0)U(t, x), ξ+(t, x)=L+(0)U(t, x) (1.7)

and denote

ξ(t, x) =

 ξ−(t, x)
ξ0(t, x)
ξ+(t, x)

 = L(0)U(t, x), (1.8)

where ξ−(t, x) ∈ Rm, ξ0(t, x) ∈ Rn−m−p and ξ+(t, x) ∈ Rp. According to the
theory on the well-posedness of the quasilinear hyperbolic system, the typical
boundary conditions are given as follows(

ξ+(t, 0)
ξ−(t, 1)

)
= K

(
ξ+(t, 1)
ξ−(t, 0)

)
, t ∈ (0,∞), (1.9)

where K is the feedback matrix with constant elements. In Section 5.6 of [2]
and [20], the authors proved that it is not always useful if one use local feedback
laws to exponentially stabilize the closed-loop system. However, while it is not
always the case for local feedback to stabilize the general inhomogeneous hy-
perbolic system, it is indeed enough to deal with quasilinear hyperbolic system
with partially dissipative structure under this kind of classical feedback law.

Finally, the initial condition is prescribed as

U(0, x) = U0(x), x ∈ (0, 1), (1.10)
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with U0 ∈ H2((0, 1);Rn) in a neighborhood of U = 0.
In relation to the well-posedness of solutions to the problem (1.1), (1.9)

and (1.10), we present the following proposition, with its proof provided in [5]
and [24],

Proposition 1. There exists δ0 > 0 such that, for every U0 ∈ H2((0, 1);Rn)
satisfying

∥U0∥H2((0,1);Rn) ≤ δ0,

and the C1 compatibility conditions at the points (t, x) = (0, 0), (0, 1), the
problem (1.1), (1.9) and (1.10) has a unique maximal classical solution

U ∈ C0([0, T );H2((0, 1);Rn))

with some T ∈ (0,+∞]. Moreover, if

∥U(t, ·)∥H2((0,1);Rn) ≤ δ0, ∀t ∈ [0, T ),

then T = +∞.

One of our main results is the following theorem.

Theorem 1. Assume that the hyperbolic system (1.1) possesses the partially
dissipative structure, i.e., (1.2), (1.3) and (1.4) hold, and the coupling condi-
tions (1.5) and (1.6). Then, there exists a boundary matrix K such that the
closed-loop system (1.1), (1.9) and (1.10) is locally exponentially stable for the
H2-norm, i.e., there exist positive constants δ, C and ν, such that the solution
to system (1.1), (1.9) and (1.10) satisfies

∥U(t, ·)∥H2((0,1);Rn) ≤ Ce−νt∥U0∥H2((0,1);Rn), t ∈ [0,+∞),

provided that ∥U0∥H2((0,1);Rn) ≤ δ and the C1 compatibility conditions are sat-
isfied at (t, x) = (0, 0) and (0, 1).

Remark 1. Theorem 1 still holds if the assumption (1.3) is extended to a more
general case that

P(U)QU (U)P−1(U) =

(
S11(U) S12(U)
S21(U) S22(U)

)
, (1.11)

where |S11(0)|∞ and |S21(0)|∞ are sufficiently small with their upper bounds
depending on A(0) and A0(0). In this case, the non-dissipative part of the
boundary term (i.e., the terms corresponding to v1 in (2.13)) can be absorbed by
negative definitive terms. Furthermore, Theorem 1 also holds if the assumption
(1.5) is extended to a more general case that

P−T (0)A0(U)A(U)P−1(0) =

(
Z1(U) Z2(U)
Z2(U) Z3(U)

)
, (1.12)

where Z1(0) is a positive (or negative) definite matrix. Essentially, Lyapunov
function approach in this paper still works in these two general cases.

Math. Model. Anal., 30(2):299–321, 2025.
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Additionally, we propose an alternative type of stability conditions. The
conclusion of Theorem 1 remains valid if we modify the assumption (1.3) of
the structural stability conditions to a new assumption that (0 Ir)P(0)R0(0)
is full rank, namely,

rank
(
(0 Ir)P(0)R0(0)

)
= n−m− p, (1.13)

and the technical assumption (1.5) is changed into (1.12). Corresponding con-
clusion is presented in the following theorem.

Theorem 2. Assume that the hyperbolic system (1.1) satisfies the conditions
(1.2), (1.4) and (1.13) and additionally, assumptions (1.6) and (1.12) hold.
Then, there exists a boundary matrix K such that the closed-loop system (1.1),
(1.9) and (1.10) is locally exponentially stable for the H2-norm.

Remark 2. In constrast to Theorem 1, we find that when condition (1.3) is sub-
stituted with (1.13), there is no requirement on the structure of the source term
Q(U) in Theorem 2, while the constraint on A(U) is stronger. In fact, as we
will see in Section 5, (1.13) implies that the dissipative part v2 in (2.13) contains
all the information related to the term ξ0 corresponding to zero eigenvalues. In
the case where n−m− p = n− r, v2 is equivalent to ξ0.

Remark 3. Condition (1.6) ensures that terms involving ξ0 corresponding to
zero eigenvalues will not appear in the higher-order terms during the estimation
of the boundary term. Consequently, this implies that the boundary condition
(1.9) is enough to deal with the boundary terms. It is worthy to mention that
when A(U) is a constant matrix or A(U) is a diagonal matrix, all matrices L+,
L− and R0 can be taken to be constant, condition (1.6) is naturally satisfied.
Moreover, for all A(U) with L±(U) ≡ L±(0) or R0(U) ≡ R0(0), condition
(1.6) is also satisfied. However, A(U) such that L±(U)R0(0) ̸= 0 exists and
in this case, the boundary condition (1.9) would be not enough to control the
whole boundary terms, no matter which Lyapunov function it takes.

Remark 4. In Section 3, we may see that the only requirement to K is to ensure
that matrices G0, G1 and G2 defined in (3.7)–(3.9) are positive definite, which
can be easily obtained while |K|∞ is sufficiently small. Particularly, for certain
smooth positive function λ = λ(x) defined in (3.1)–(3.5), the requirement holds
if K is chosen as

K =

(
κ+In−m 0
0 κ−Im

)
with two constants κ+ and κ− satisfying

κ2
+ < λ(1)/λ(0), κ2

− < λ(0)/λ(1).

The paper is organized as follows: in Section 2, we employ a transformation
of the unknown variable, which leads to a new quasilinear hyperbolic system
with a simpler structure. Then, in Section 3, we construct a weighted H2-
Lyapunov function to prove the exponential stability of the new system which
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implies immediately the validity of Theorem 1. The proofs of related lemmas
are provided in Section 4. In Section 5, we give a sketch of the proof of The-
orem 2. Finally, in Section 6, Theorem 1 is applied to a modified model for
transport of neurofilaments in axons.

2 Transformation of the system

In this section, by adopting a transformation of the unknown variable, we de-
rive a new hyperbolic system with a partially dissipative but simpler structure.
Through this approach, we effectively reduce the task of proving the exponen-
tial stability of the original system to demonstrating the stability of this new
system. Let

V = P(0)U. (2.1)

Then, system (1.1) can be reduced to

Vt +A(V )Vx = B(V ), (2.2)

where

A(V ) = P(0)A(P−1(0)V )P−1(0) and B(V ) = P(0)Q(P−1(0)V ).

Clearly, V = 0 is an equilibrium of (2.2) and the Jacobian matrix of B with
respect to V at this equilibrium can be calculated as

BV (0) = P(0)QU (0)P
−1(0). (2.3)

Let
L(V ) = L(P−1(0)V )P−1(0), Λ(V ) = Λ(P−1(0)V ). (2.4)

Obviously, we have Λ(0) = Λ(0) = diag{Λ1(0), . . . ,Λn(0)}. It is easy to check
that L(V ) is the matrix composed of the left eigenvectors of A(V ), i.e.,

L(V )A(V ) = Λ(V )L(V ), (2.5)

which implies that system (2.2) is a hyperbolic system with vanishing charac-
teristic speed. Let

R(V ) = L−1(V ) = P(0)L−1(P−1(0)V ) = P(0)R(P−1(0)V ).

L(V ) and R(V ) could still be devided into three parts

L(V ) =

 L−(V )
L0(V )
L+(V )

 , R(V ) = L−1(V ) = (R−(V ), R0(V ), R+(V )), (2.6)

where L−(V ) ∈ Mm,n(R), L0(V ) ∈ Mn−m−p,n(R) and L+(V ) ∈ Mp,n(R),
R−(V ) ∈ Mn,m(R), R0(V ) ∈ Mn,n−m−p(R) and R+(V ) ∈ Mn,p(R).

Let
A0(V ) = (P−1(0))TA0(P

−1(0)V )P−1(0). (2.7)

Math. Model. Anal., 30(2):299–321, 2025.
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Obviously, A0(V ) is a symmetric positive definite matrix satisfying

A0(V )A(V ) = AT (V )A0(V ). (2.8)

Thanks to (2.3) and (2.7), the partially dissipative structure (1.3)–(1.4) for
the original system (1.1) implies the following partially dissipative but simpler
structure for system (2.2) at the equilibrium V = 0

BV (0) =

(
0 0
0 S(0)

)
, (2.9)

A0(0)BV (0) +BT
V (0)A0(0) ≤ −

(
0 0
0 Ir

)
. (2.10)

Additionally, from (1.5) we have

A(V ) =

(
a(P−1(0)V ) b(P−1(0)V )
c(P−1(0)V ) d(P−1(0)V )

)
, (2.11)

in which a(0) has only positive (or only negative) eigenvalues.
Noting (2.4) and (2.6), we can reduce from (1.6) that

L−(V )R0(0) = 0, L+(V )R0(0) = 0. (2.12)

According to the structure in (2.9) and (2.10), we write V (t, x) as

V (t, x) =

(
v1(t, x)
v2(t, x)

)
with v1 ∈ Rn−r, v2 ∈ Rr (2.13)

for further use. From (1.7) and (2.4), we can see that the linear diagonal
variables ξ(t, x) now becomes

ξ(t, x) = L(0)V (t, x),

in other words,

ξ−(t, x)=L−(0)V (t, x), ξ0(t, x)=L0(0)V (t, x), ξ+(t, x)=L+(0)V (t, x) (2.14)

with (1.8), which implies that the boundary conditions are still given by (1.9).
The initial condition for the variable V is given by

V (0, x) = V0(x) ≜ P(0)U0(x), x ∈ (0, 1). (2.15)

In order to prove Thereom 1, it suffices to establish the H2-stabilization for
the system (2.2), (2.15) and (1.9).

3 Proof of Theorem 1

In this section, we can identify appropriate conditions on the feedback matrix
K that ensure the exponential stability of the closed-loop system (2.2), (2.15)
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and (1.9) for the H2(0, 1)-norm. Then, Theorem 1 follows as an immediate
consequence.

Let V0 with small H2((0, 1);Rn) norm be such that the C1 compatibility
conditions at (t, x) = (0, 0) and (0, 1) are satisfied. Let also V ∈ C0([0, T ), H2

((0, 1);Rn)) be the maximal classical solution of the problem (2.2), (2.15) and
(1.9). We remark that we only prove the stabilization result for smooth so-
lutions while the conclusion follows easily from an density and continuity ar-
guments for distributed solutions. Motivated by [2] and [17], we construct a
weighted Lyapunov function as follows:

L(t) ≜ c0L0(t) + c1L1(t) + c2L2(t) + c3L3(t) + c4L4(t)

with

L0(t) ≜
∫ 1

0

λ(x)V TA0(V )V dx, (3.1)

L1(t) ≜
∫ 1

0

λ(x)V T
x A0(V )Vx dx, (3.2)

L2(t) ≜
∫ 1

0

λ(x)V T
xxA0(V )Vxx dx, (3.3)

L3(t) ≜ V T (t, 0)A0(V (t, 0))V (t, 0) + V T (t, 1)A0(V (t, 1))V (t, 1), (3.4)

L4(t) ≜ V T
x (t, 0)A0(V (t, 0))Vx(t, 0) + V T

x (t, 1)A0(V (t, 1))Vx(t, 1), (3.5)

where λ(x) > 0 is a continuously differentiable function and ci (i = 0, 1, . . . , 4)
are positive constants to be chosen.

For the simplicity of statements, we denote the ∥ · ∥L2(0,1) norm as ∥ · ∥,
∥ · ∥C0([0,1]) norm as ∥ · ∥C0 , ∥ · ∥C1([0,1]) norm as ∥ · ∥C1 . Also, we set |U |0 =
|U(t, 0)|+ |U(t, 1)| and |U |1 = |U(t, 0)|+ |U(t, 1)|+ |Ux(t, 0)|+ |Ux(t, 1)| for any
U = U(t, x).

The Sobolev inequality implies that ∥V ∥C1 ≤ C∥V (t, ·)∥H2((0,1);Rn) for a
constant C > 0. Then, by definition of the Lyapunov function L(t), L(t) is
equivalent to the energy ∥V ∥2 + ∥Vx∥2 + ∥Vxx∥2 if ∥V ∥C0 is small. In other
words, L(t) is equivalent to the energy ∥V (t, ·)∥2H2((0,1);Rn) if ∥V ∥C0 is small.

With the help of (1.2), it follows that

(L−1(U))TA0(U)L−1(U)Λ(U) = Λ(U)(L−1(U))TA0(U)L−1(U).

Consequently, there exist three symmetric positive definite matrices X1(U) ∈
Mm,m(R), X2(U) ∈ Mn−m−p,n−m−p(R) and X2(U) ∈ Mp,p(R) such that

(L−1(U))TA0(U)L−1(U) =

 X1(U) 0 0
0 X2(U) 0
0 0 X3(U)

 . (3.6)

It will be shown in Section 4 that the calculations of the time derivative of

Math. Model. Anal., 30(2):299–321, 2025.
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L(t) involve the following three matrices G0, G1, G2 as

G0 = H1 −KTH2K, (3.7)

G1 = H1 −Λ±K
TΛ±

−1H2Λ±
−1KΛ±, (3.8)

G2 = H1 −Λ±
2KT (Λ±

−1)2H2(Λ±
−1)2KΛ±

2, (3.9)

with Λ± =

(
Λ+(0) 0

0 Λ−(0)

)
and

H1 ≜

(
λ(1)X3(0) 0

0 −λ(0)X1(0)

)
Λ±,H2 ≜

(
λ(0)X3(0) 0

0 −λ(1)X1(0)

)
Λ±.

Let the feedback matrix K be chosen such that matrices G0, G1 and G2 are
all positive definite. Given that both H1 and H2 are positive definite, achieving
this condition is relatively straightforward if |K|∞ is sufficiently small. With
this assumption regarding the feedback matrix K, we are able to establish the
following lemmas for the estimates of each Li(t) (i = 0, . . . , 4). The proof of
these lemmas will be given in Section 4.

Lemma 1. There exist positive constants α0, β0, γ0 and δ0 independent of V
such that, if ∥V ∥C0 ≤ δ0,

L′
0(t)≤− α0∥V ∥2−β0

∣∣∣∣ ( ξ+(t, 1)
ξ−(t, 0)

) ∣∣∣∣2 + γ0

(
∥V ∥C1∥V ∥2 + |V |30

)
. (3.10)

Lemma 2. There exist positive constants α1, β1, η1, γ1 and δ1 independent of
V such that, if ∥V ∥C0 ≤ δ1,

L′
1(t) ≤ −α1∥Vx∥2 − β1

∣∣∣∣ ( ξ+x(t, 1)
ξ−x(t, 0)

) ∣∣∣∣2 + η1|v2|20 + γ1

(
∥V ∥C1∥Vx∥2 + |V |30

)
,

(3.11)
where v2 is defined in (2.13).

Lemma 3. There exist positive constants α2, β2, η2, γ2, and δ2 independent
of V such that, if ∥V ∥C1 ≤ δ2,

L′
2(t) ≤ −α2∥Vxx∥2 − β2

∣∣∣∣∣
(

ξ+xx(t, 1)
ξ−xx(t, 0)

)∣∣∣∣∣
2

+ η2

(
|v2|21 +

∣∣∣∣∣
(

ξ+x(t, 1)
ξ−x(t, 0)

)∣∣∣∣∣
2 )

+ γ2

(
∥V ∥C1(∥Vxx∥2 + ∥Vx∥2) + |V |0|V |21

)
. (3.12)

Lemma 4. There exist positive constants γ3 and δ3 independent of V such that
for any ε3 > 0, if ∥V ∥C0 ≤ δ3,

L′
3(t) ≤ −|v2|20+η3

∣∣∣∣∣
(

ξ+(t, 1)
ξ−(t, 0)

)∣∣∣∣∣
2

+ ε3

∣∣∣∣∣
(

ξ+x(t, 1)
ξ−x(t, 0)

)∣∣∣∣∣
2

+γ3|V |20|V |1, (3.13)

where η3 is a constant depends on ε3.
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Lemma 5. There exist positive constants γ4 and δ4 independent of V such that
for any ε4 > 0, if ∥V ∥C0 ≤ δ4,

L′
4(t) ≤ −|v2x|20 + η4

∣∣∣∣ ( ξ+x(t, 1)
ξ−x(t, 0)

) ∣∣∣∣2 + ε4

∣∣∣∣ ( ξ+xx(t, 1)
ξ−xx(t, 0)

) ∣∣∣∣2
+ γ4

(
|V |21(|V |0 + |V |1) + |V |0

∣∣∣∣ ( ξ+xx(t, 1)
ξ−xx(t, 0)

) ∣∣∣∣2), (3.14)

where η4 is a constant depends on ε4.

With the help of Lemmas 1–5, we are ready to prove Theorem 1.

Let the constant δ5 ≤ min{δ0, δ1, δ2, δ3, δ4}. The order of determining
the constants would be c2, c4, ε4, c1, c3, ε3, c0, with ε4, ε3 small enough and
c4, c1, c3, c0 large enough. The combination of (3.10)–(3.14) yields that there
exist positive constants β and γ such that

L′(t) ≤ −βL(t) + γ∥V ∥C1L(t). (3.15)

Let δ6 ≜ min{δ5, β
2γ }. If we assume in a priori that ∥V ∥C1 ≤ δ6 for t ∈ (0, T ),

we get

L′(t) ≤ −β

2
L(t), t ∈ (0, T ),

which implies that L(t) decays exponentially

L(t) ≤ e−
βt
2 L(0), t ∈ (0, T ).

Using the equivalence of the energy ∥V (t, ·)∥2H2((0,1);Rn) and L(t), we obtain

∥V (t, ·)∥H2((0,1);Rn) ≤ C2e
− βt

2 ∥V0∥H2((0,1);Rn), ∀t ∈ [0, T ) (3.16)

for some constant C2 > 0. We also note that Sobolev inequality implies

∥V ∥C1 ≤ C1∥V (t, ·)∥H2((0,1);Rn) ≤ C1C2∥V0∥H2((0,1);Rn), ∀t ∈ [0, T ).

Let now δ = δ6
C1C2

. Then, the a priori estimate on ∥V ∥C1 ≤ δ6 indeed
holds in [0, T ) if ∥V0∥H2((0,1);Rn) ≤ δ. Therefore, (3.16) follows immediately.
According to Proposition 1, we finally conclude that inequality (3.16) holds for
T = +∞.

Consequently, it follows from (2.1) that the solution U to problem (1.1),
(1.9) and (1.10) is locally exponentially stable for the H2-norm. This concludes
the proof of Theorem 1.
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4 Proof of the lemmas

4.1 Proof of Lemma 1

We calculate the time-derivative of L0(t) defined by (3.1),

L′
0(t) =

∫ 1

0

λ(x)
(
V TA0(V )Vt + V T

t A0(V )V
)
dx

+O
(∫ 1

0

|V |2(|V |+ |Vx|) dx; ∥V ∥C0

)
. (4.1)

Here and hereafter O(X;Y ) denotes the terms that for X ≥ 0, Y ≥ 0, there
exist C > 0 and ε > 0 independent of X and Y , satisfying

Y ≤ ε ⇒ |O(X;Y )| ≤ CX.

Substituting the system (2.2) into (4.1), we have

L′
0(t) =

∫ 1

0

2λ(x)
(
V TA0(V )B(V )− V TA0(V )A(V )Vx

)
dx

+O
(∫ 1

0

|V |2(|V |+ |Vx|) dx; ∥V ∥C0

)
,

=

∫ 1

0

λ(x)V T
(
A0(0)BV (0) +BT

V (0)A0(0)
)
V + λ′(x)V TA0(0)A(0)V

−
(
λ(x)V TA0(V )A(V )V

)
x
dx+O

(∫ 1

0

|V |2(|V |+ |Vx|) dx; ∥V ∥C0

)
.

With the help of (2.9) and (2.10), positive definite matrix A0(0) could be proved
to have the structure

A0(0) =

(
X1(0) 0

0 X2(0)

)
, (4.2)

where X1 ∈ R(n−r)×(n−r) and X2 ∈ Rr×r. Without loss of generality, we
assume that the (n − r) × (n − r) matrix a = a(0) in (2.11) has only positive
eigenvalues, then it is easy to obtain that X1(0)a(0) is positive definite with
the help of (2.8). Thus, there exists constant X ≥ 0 such that

V TA0(0)A(0)V = vT1 X1(0)a(0)v1 + vT1 X1(0)b(0)v2 + vT2 X2(0)c(0)v1 (4.3)

+ vT2 X2(0)d(0)v2 ≥ 1

2
vT1 X1(0)a(0)v1 + X vT2

(
X2(0)S(0) + ST (0)X2(0)

)
v2,

as X1(0)a(0) and −
(
X2(0)S(0) + ST (0)X2(0)

)
are both positive definite ma-

trices. We choose λ = λ(x) such that

λ′(x) < 0, −2Xλ′(x) ≤ λ(x).
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Therefore,

λ(x)V T
(
A0(0)BV (0) +BT

V (0)A0(0)
)
V + λ′(x)V TA0(0)A(0)V

≤1

2
λ′(x)vT1 X1(0)a(0)v1 +

(
λ(x) + Xλ′(x)

)
vT2

(
X2(0)S(0) + ST (0)X2(0)

)
v2.

≤1

2
λ′(x)vT1 X1(0)a(0)v1 +

1

2
λ(x)vT2

(
X2(0)S(0) + ST (0)X2(0)

)
v2.

Using (2.8), (2.10) and integration by parts, we have

L′
0(t) ≤ −α0∥V ∥2 + B0 +O

(∫ 1

0

|V |2(|V |+ |Vx|) dx; ∥V ∥C0

)
,

where α0 is the smaller value between the smallest eigenvalues of − 1
2λ

′(x)X1(0)

a(0) and the smallest eigenvalues of − 1
2λ(x)

(
X2(0)S(0) + ST (0)X2(0)

)
, and

the boundary term B0 is

B0 =
[
− λ(x)V TA0(V )A(V )V

]∣∣∣1
0
. (4.4)

It remains to estimate B0. Noting (2.4), (2.7) and (3.6), we can easily obtain
that

(L−1(V ))TA0(V )L−1(V ) =

 X1(V ) 0 0
0 X2(V ) 0
0 0 X3(V )

 . (4.5)

Using (2.5) and (2.14), we have

V T (t, x)A0(V )A(V )V (t, x)

= V T (t, x)LT (V )
(
(L−1(V ))TA0(V )L−1(V )Λ(V )

)
L(V )V (t, x)

= ξT (t, x)RT (0)LT
−(V )X1(V )Λ−(V )L−(V )R(0)ξ(t, x) (4.6)

+ ξT (t, x)RT (0)L+(V )X3(V )Λ+(V )L+(V )R(0)ξ(t, x),

where L−(V ), L+(V ) are defined in (2.6). Condition (2.12) leads to

V T (t, x)A0(V )A(V )V (t, x) = ξT−(t, x)X1(0)Λ−(0)ξ−(t, x)

+ ξT+(t, x)X3(0)Λ+(0)ξ+(t, x) +O
(
|V (t, x)|

∣∣∣( ξ+(t, x)
ξ−(t, x)

)∣∣∣2; |V (t, x)|
)
. (4.7)

Substituting the boundary conditions (1.9) and (4.7) into (4.4), we thus get

B0 =
[
− λ(x)V (t, x)A0(V )A(V )V (t, x)

]∣∣∣1
0

= −
( ξ+(t, 1)

ξ−(t, 0)

)T

G0

( ξ+(t, 1)
ξ−(t, 0)

)
+O

(
|V |0

∣∣∣( ξ+(t, 1)
ξ−(t, 0)

)∣∣∣2; |V |0
)
,

with symmetric matrix G0 defined as (3.7).
As we choose the boundary feedback matrix K such that the symmetric

matrix G0 is positive definite, it is easy to see that with β0 > 0 being the
smallest eigenvalue of G0, there exist δ0 > 0 and γ0 > 0 such that the estimate
(3.10) holds if ∥V ∥C0 < δ0. This concludes the proof of Lemma 1.
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4.2 Proof of Lemma 2

By (3.2), the time-derivative of L1(t) can be expressed as

L′
1(t) =

∫ 1

0

2λ(x)V T
x A0(V )Vxt dx+O

(∫ 1

0

|Vx|2(|V |+ |Vx|) dx; ∥V ∥C0

)
. (4.8)

Differentiation of system (2.2) with respect to x gives that

Vtx +A(V )Vxx = BV (V )Vx − (A′(V )Vx)Vx, (4.9)

in which A′(V )Vx is matrix with entries
∂aij(V )

∂V Vx. Substituting the term of
Vxt derived from (4.9) into (4.8), and using integrations by parts and some
straightforward calculations, we have

L′
1(t)=

∫ 1

0

λ(x)V T
x

(
A0(0)BV (0)+BV (0)

TA0(0)
)
Vx+λ′(x)V T

x A0(0)A(0)Vx dx

−
[
λ(x)V T

x A0(V )A(V )Vx

]∣∣∣1
0
+O

(∫ 1

0

|Vx|2(|V |+ |Vx|) dx; ∥V ∥C0

)
.

Similarly as the analysis of L′
0(t) in the proof of Lemma 1, we obtain that there

exists positive constant α1, such that

L′
1(t) ≤ −α1∥Vx∥2 + B1 +O

(∫ 1

0

|Vx|2(|V |+ |Vx|) dx; ∥V ∥C0

)
,

where the boundary term B1 is

B1 = −
[
λ(x)V T

x A0(V )A(V )Vx

]∣∣∣1
0
= −λ(x)

[
ξT−x(t, x)X1(0)Λ−(0)ξ−x(t, x)

+ ξT+x(t, x)X3(0)Λ+(0)ξ+x(t, x)
]∣∣∣1

0
+O

(
|V |0(|V |20 +

∣∣∣( ξ+x(t, x)
ξ−x(t, x)

)∣∣∣2
0
); |V |0

)
,

by using (2.12) similarly as (4.6). From (2.2), (2.14) and with the help of
(2.12), we have( ξ+t(t, x)

ξ−t(t, x)

)
+
( Λ+(0) 0

0 Λ−(0)

)( ξ+x(t, x)
ξ−x(t, x)

)
=

( L+(0)BV (0)V (t, x)
L−(0)BV (0)V (t, x)

)
+O

(
|ξ(t, x)|

(
|ξ(t, x)|+

∣∣∣( ξ+x(t, x)
ξ−x(t, x)

)∣∣∣); |ξ(t, x)|), (4.10)

in which L+(V ) and L−(V ) are defined in (2.6). Thanks for (2.9), we have

BV (0)V (t, x) = (0, S(0)v2(t, x))
T . (4.11)

Take time derivative on both sides of boundary conditions (1.9) and sub-
stitute it into (4.10). Then, with the help of (4.11), he boundary term B1 can
be transformed into

B1 ≤ −
( ξ+x(t, 1)

ξ−x(t, 0)

)T

G1

( ξ+x(t, 1)
ξ−x(t, 0)

)
+ C11|v2|20+C12

∣∣∣( ξ+x(t, 1)
ξ−x(t, 0)

)∣∣∣|v2|0
+O

[
|V |0

(
|V |20 +

∣∣∣( ξ+x(t, 1)
ξ−x(t, 0)

)∣∣∣2); |V |0
]
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with G1 defined as (3.8) and constants C11, C12 ≥ 0 independent of V .
As G1 is positive definite with the help of a suitable K, it is easy to see

that there exist β1, η1, δ1 and γ1 > 0 such that the estimate (3.11) holds if
∥V ∥C0 < δ1. This finishes the proof of Lemma 2.

4.3 Proof of Lemma 3

The time derivative of L2(t) gives

L′
2(t) =

∫ 1

0

2λ(x)V T
xxA0(V )Vxxt dx+O

(∫ 1

0

|Vxx|2(|V |+ |Vx|) dx; ∥V ∥C0

)
.

Differentiating system (4.9) with respect to x and combining (2.2) and (4.9),
we have

Vxxt+A(V )Vxxx=BV (V )Vxx+(BV (V ))xVx−(A′(V )Vx)Vxx−(A′(V )Vx)xVx.
(4.12)

Substituting the term of Vxxt derived from (4.12) into L′
2(t), we do integration

by parts and linear approximation, as in the proof of Lemmas 1 and 2, to
deduce that

L′
2(t) =

∫ 1

0

λ(x)V T
xx

(
A0(0)BV (0) +BV (0)

TA0(0)
)
Vxx

− λ′(x)V T
xxA0(0)A(0)Vxx dx−

[
λ(x)V T

xxA0(V )A(V )Vxx

]∣∣∣1
0

+O
(∫ 1

0

|Vxx|2(|V |+ |Vx|) + |Vx|2|Vxx|dx; ∥V ∥C1

)
.

Using similar analysis of L′
0(t) in proof of Lemma 1, we obtain that there exists

positive constant α2 independent of V such that

L′
2(t) ≤ −α2∥Vxx∥2 + B2 +O

(∫ 1

0

|Vxx|2(|V |+ |Vx|) + |Vx|2|Vxx|dx; ∥V ∥C1

)
,

where B2 denotes the boundary term derived from integration by parts

B2=−
[
λ(x)V T

xxA0(V )A(V )Vxx

]∣∣∣1
0
=− λ(x)

[
ξT−xx(t, x)X1(0)Λ−(0)ξ−xx(t, x)

+ ξT+xx(t, x)X3(0)Λ+(0)ξ+xx(t, x)
]∣∣∣1

0
+O

(
|V |0(|V |20+

∣∣∣( ξ+xx(t, x)
ξ−xx(t, x)

)∣∣∣2
0
); |V |0

)
by using (2.12). Differentiating (4.10) with respect to t and x gives that(

ξ+tt(t, x)
ξ−tt(t, x)

)
−
(

Λ+(0) 0
0 Λ−(0)

)2( ξ+xx(t, x)
ξ−xx(t, x)

)
= −

( Λ+(0) 0
0 Λ−(0)

)( L+(0)BV (0)Vx(t, x)
L−(0)BV (0)Vx(t, x)

)
+

( L+(0)BV (0)Vt(t, x)
L−(0)BV (0)Vt(t, x)

)
+O

(
(|ξ(t, x)|+ |ξx(t, x)|)2 + |ξ(t, x)|

∣∣∣( ξ+x(t, x)
ξ−x(t, x)

)∣∣∣; |ξ(t, x)|) (4.13)
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with the help of (2.12). Through detailed calculations, and by taking into
account (1.9), (2.9) and (4.13), the boundary term B2 can be rewritten as

B2 ≤−
( ξ+xx(t, 1)

ξ−xx(t, 0)

)T

G2

( ξ+xx(t, 1)
ξ−xx(t, 0)

)
+ C21

(
|v2|21 +

∣∣∣( ξ+x(t, 1)
ξ−x(t, 0)

)∣∣∣2)
+ C22

∣∣∣( ξ+xx(t, 1)
ξ−xx(t, 0)

)∣∣∣(|v2|1 + ∣∣∣( ξ+x(t, 1)
ξ−x(t, 0)

)∣∣∣)
+O

(
|V |0

(
|V |21 +

∣∣∣( ξ+xx(t, 1)
ξ−xx(t, 0)

)∣∣∣2); |V |0
)
,

whereG2 is defined as (3.9), C21 and C22 are positive constants. Note that with
an appropriately chosen feedback matrix K, there exist β2, η2, δ2 and γ2 > 0
independent of V such that the estimate (3.12) holds if ∥V ∥C1 < δ2. This ends
the proof of Lemma 3.

4.4 Proof of Lemma 4

According to (3.4), we can decompose the function L3(t) as

L3(t) = I3(t) + J3(t)

with

I3(t) ≜ V T (t, 0)A0(V (t, 0))V (t, 0), J3(t) ≜ V T (t, 1)A0(V (t, 1))V (t, 1).

The time derivative of I3(t) gives

I′3(t) = V T
t (t, 0)A0(V (t, 0))V (t, 0)

+ V T (t, 0)A0(V (t, 0))Vt(t, 0) +O(|V |20|V |1; |V |0),

≤ V T (t, 0)
(
BT

V (0)A0(0) +A0(0)BV (0)
)
V (t, 0) +O(|V |20|V |1; |V |0)

− ξ+x(t, 0)
TΛ+(0)X3(0)ξ+(t, 0)− ξ−x(t, 0)

TΛ−(0)X1(0)ξ−(t, 0)

− ξT+(t, 0)X3(0)Λ+(0)ξ+x(t, 0)− ξT−(t, 0)X1(0)Λ−(0)ξ−x(t, 0)

by taking into account (4.5). With the help of (2.10), we have

I′3(t) ≤ −vT2 (t, 0)v2(t, 0) +O(1)
(
|ξ−(t, 0)∥ξ−x(t, 0)|+ |ξ+(t, 0)∥ξ+x(t, 0)|

)
+O(|V |20|V |1; |V |0). (4.14)

Similarly, we have

J′3(t) ≤ −vT2 (t, 1)v2(t, 1) +O(1)
(
|ξ−(t, 1)∥ξ−x(t, 1)|+ |ξ+(t, 1)∥ξ+x(t, 1)|

)
+O(|V |20|V |1; |V |0). (4.15)

The combination of (4.14)–(4.15) yields that

L′
3(t) ≤ −

(
vT2 (t, 0)v2(t, 0) + vT2 (t, 1)v2(t, 1)

)
+ C31

∣∣∣( ξ+(t, 1)
ξ−(t, 0)

)∣∣∣∣∣∣( ξ+x(t, 1)
ξ−x(t, 0)

)∣∣∣+O(|V |20|V |1; |V |0)
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for some constant C31 > 0. Therefore, for any ε3 > 0 with η3 = C2
31/ε3, there

exist δ3 > 0 and γ3 > 0 such that the estimate (3.13) holds if ∥V ∥C0 < δ3.
This ends the proof of Lemma 4.

4.5 Proof of Lemma 5

According to (3.5), we can decompose the function L4(t) as

L4(t) = I4(t) + J4(t)

with

I4(t) = V T
x (t, 0)A0(V (t, 0))Vx(t, 0), J4(t) = V T

x (t, 1)A0(V (t, 1))Vx(t, 1).

Similarly as the analysis of L′
3(t) in the proof of Lemma 4, we can deduce that

L′
4(t) ≤− vT2x(t, 0)v2x(t, 0)− vT2x(t, 1)v2x(t, 1) + C41

∣∣∣( ξ+x(t, 1)
ξ−x(t, 0)

)∣∣∣
×
∣∣∣( ξ+xx(t, 1)

ξ−xx(t, 0)

)∣∣∣+O
(
|V |31 + |V |0

∣∣∣( ξ+xx(t, 1)
ξ−xx(t, 0)

)∣∣∣2; |V |0
)

for some constant C41 > 0. Therefore, for any ε4 > 0 with η4 =
C2

41

ε4
, there

exist δ4 > 0 and γ4 > 0 such that the estimate (3.14) holds if ∥V ∥C0 < δ4.
This ends the proof of Lemma 5.

5 Sketch of the proof of Theorem 2

In this section, we give the sketch of the proof of Theorem 2. In this case,
assumption (1.3) for the source terms Q(U) is no longer required. Instead, we
introduce the new structure (1.13). Using the same transformation as detailed
in Section 2, this new structure is turned into

rank
(
(0 Ir)R0(0)

)
= n−m− p, (5.1)

where R0(V ) is defined in (2.6). Here we give a brief explanation to structure
(5.1). Actually, since

V (t, x) =

(
v1(t, x)
v2(t, x)

)
= L−1(0)ξ(t, x) = R(0)

 ξ−(t, x)
ξ0(t, x)
ξ+(t, x)

 ,

we have
v2 = (0 Ir)

(
R−(0)ξ− +R0(0)ξ0 +R+(0)ξ+

)
with (2.6). It is easy to see that (5.1) implies that the dissipative part v2
contains all the information related to the term ξ0 corresponding to zero eigen-
values. In the case that n−m− p = n− r, v2 is equivalent to ξ0.

Without assumption (1.3) for the source term Q(U), the structure (4.2) is
no longer satisfied. Consequently, the condition (1.5) would not be sufficient to
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uphold the theorem. In fact, if S11(U) = 0 in (1.11), then we could prove that
structure of A0(0) as described in (4.2) still exists. However, in this theorem,
without structural requirement to source term Q(U), we replaced condition
(1.5) with condition (1.12).

With these two new structures, we are ready to give the sketch of the proof
of Theorem 2. We still use the same Lyapunov function as in Theorem 1

L(t) = c0L0(t) + c1L1(t) + c2L2(t) + c3L3(t) + c4L4(t)

with Li(t) (i = 0, 1, . . . , 4) defined the same as (3.1)–(3.5). For L0(t), with the
help of (1.12), inequality (4.3) could be turned into

V TA0(0)A(0)V ≥ 1

2
vT1 Z1(0)v1 + XV T

(
A0(0)BV (0) +BT

V (0)A0(0)
)
V,

from which we could easily prove that Lemma 1 still holds. By calculating the
time derivative of L1(t) in a similar way, we may still get that

L′
1(t) ≤ −α1∥Vx∥2 + B1 +O

(∫ 1

0

|Vx|2(|V |+ |Vx|) dx; ∥V ∥C0

)
,

for some constant α1 > 0. However in this case, without requirement (1.3), we
view the boundary term B1 as

B1 ≤ −
( ξ+x(t, 1)

ξ−x(t, 0)

)T

G1

( ξ+x(t, 1)
ξ−x(t, 0)

)
+ C11

(∣∣∣( ξ+(t, 1)
ξ−(t, 0)

)∣∣∣2 + |ξ0|20
)

+ C12

∣∣∣( ξ+x(t, 1)
ξ−x(t, 0)

)∣∣∣(∣∣∣( ξ+(t, 1)
ξ−(t, 0)

)∣∣∣+ |ξ0|0
)

+O
(
|V |0(|V |20 +

∣∣∣( ξ+x(t, 1)
ξ−x(t, 0)

)∣∣∣2); |V |0
)
,

where G1 is defined the same as (3.8), C11 and C12 are positive constants.
Then, we have

L′
1(t) ≤ −α1∥Vx∥2 − β1

∣∣∣( ξ+x(t, 1)
ξ−x(t, 0)

)∣∣∣2 + η1

(∣∣∣( ξ+(t, 1)
ξ−(t, 0)

)∣∣∣2 + |ξ0|20
)

+ γ1

(
∥V ∥C1∥Vx∥2 + |V |30

)
for some positive constants β1, η1, γ1 and δ1 provided that ∥V ∥C0 ≤ δ1. Simi-
larly, for L2(t) we may obtain

L′
2(t) ≤ −α2∥Vxx∥2 − β2

∣∣∣( ξ+xx(t, 1)
ξ−xx(t, 0)

)∣∣∣2 + η2

(∣∣∣( ξ+(t, 1)
ξ−(t, 0)

)∣∣∣2
+
∣∣∣( ξ+x(t, 1)

ξ−x(t, 0)

)∣∣∣2 + |ξ0|21
)
+ γ2(∥V ∥C1(∥Vxx∥2 + ∥Vx∥2 + |V |0|V |21)

with positive constants α2, β2, η2, γ2 and δ2 provided that ∥V ∥C1 ≤ δ2.
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Also, by calculating the time derivative of L3(t) and L4(t), Lemma 4 and
Lemma 5 still hold. However, thanks to the structure (5.1) and (1.9), it is easy
to get that

|v2|20 = O(1)
(
|ξ0|20+

∣∣∣( ξ+(t, 1)
ξ−(t, 0)

)∣∣∣2), |v2x|20 = O(1)
(
|ξ0x|20+

∣∣∣( ξ+x(t, 1)
ξ−x(t, 0)

)∣∣∣2),
which means

L′
3(t) ≤ −β3|ξ0|20 + η3

∣∣∣( ξ+(t, 1)
ξ−(t, 0)

)∣∣∣2 + ε3

∣∣∣( ξ+x(t, 1)
ξ−x(t, 0)

)∣∣∣2 + γ3|V |20|V |1,

L′
4(t) ≤ −β4|ξ0x|20 + η4

∣∣∣( ξ+x(t, 1)
ξ−x(t, 0)

)∣∣∣2 + ε4

∣∣∣( ξ+xx(t, 1)
ξ−xx(t, 0)

)∣∣∣2
+ γ4

(
|V |31 + |V |0

∣∣∣( ξ+xx(t, 1)
ξ−xx(t, 0)

)∣∣∣2),
with positive constants β3, β4, γ3, γ4 and δ3 provided that ∥V ∥C0 ≤ δ3. There-
fore, by choosing proper constants c0, c1, c2, c3 , c4, ε3 and ε4, we may arrive
at the inequality (3.15) as well. The rest of the proof is the same as that of
Theorem 1. This ends the sketch of the proof of Theorem 2.

6 Application to a modified model for the transport of
neurofilaments (NFs)

As a simple application of Theorem 1, we consider a modified dynamical system
model for the transport of neurofilaments (NFs) in axons. NFs are neuron-
specific cytoskeletal polymers that function as space-filling structures in axons.
A model for the transport proceeds of NFs was proposed in [11] as follows:
Proteins are stored in NFs as cargos and NFs can move along the axon when
they are on track while they can switch on and off track. When off track,
NFs pause for long periods until they get back on track. When on track, NFs
alternate between short bouts of movement and short pauses. Thus, the NFs
are divided into five subpopulations. Denote by uk = uk(t, x)(k = 1, . . . , 5)
the concentrations at time-space (t, x) of the five subpopulations of NFs along
the axon. They evolve according to the following system of first-order partial
differential equations (see [11])

Ut +AUx = BU (6.1)

with U ≜ (u1, u2, u3, u4, u5)
T , A = diag(v1, 0, 0, 0, v5) and

B =


−k21 k12 0 0 0
k21 −k12 − k32 k23 0 0
0 k32 −k23 − k43 k34 0
0 0 k43 −k34 − k54 k45
0 0 0 k54 −k45


for x ∈ [0, l]. Here l is the length of the axon, kij > 0 is the rate of change from
the ith to the jth subpopulations, and the average retrograde and anterograde
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velocities v1 and v5 are v1 = −0.62µm/s, v5 = 0.56µm/s. Now, we allow a
slight perturbation around (6.1). In other words, we consider

Ut +A(U)Ux = B(U) (6.2)

with, for simplicity, U = 0 being a constant equilibrium,A(U) = diag(v1(U), 0,
0, 0,v5(U)) while A(0) = A and B(U) has the form BU (0) = B. It means that
the rate of change kij and velocities v1 and v5 will slightly change while the
concentrations of NFs along the axon uk(k = 1, . . . , 5) changed on a small scale.
It is easy to see that (6.2) is a hyperbolic system with vanishing characteristic
speed.

In order to apply Theorem 1, we will verify that the hyperbolic system
(6.2) satisfies (1.2)–(1.6). First, since A(U) is a diagonal matrix, L(U) and
R(U) = L−1(U) are both identity matrices, which means (1.6) is naturally
satisfied.

Next, for simplicity, we only show that the conditions (1.2)–(1.5) are sat-
isfied at the equilibrium U = 0. We choose an invertible matrix P(0) and a
symmetric positive definite matrix A0(0), such that the partially dissipative
structure (1.2)–(1.4) are satisfied. Inspired by [27], we take

P(0) =


1 1 1 1 1
k21 −k12 0 0 0
0 k32 −k23 0 0
0 0 k43 −k34 0
0 0 0 k54 −k45


and

A0(0) = diag(1,
k12
k21

,
k12k23
k21k32

,
k12k23k34
k21k32k43

,
k12k23k34k45
k21k32k43k54

),

which is symmetric and positive-definite. It follows also that A0(0)A(0) =
AT (0)A0(0). Direct computations give that

P(0)BU (0)P
−1(0) = diag(0,−e)

with

e =


k21 + k12 −k12 0 0
−k32 k32 + k23 −k23 0
0 −k43 k43 + k34 −k34
0 0 −k54 k54 + k45

 .

Since the eigenvalues of B are non-positive, it is easy to verify (1.4), i.e., the
partially dissipative structure indeed holds. As in [11], we set

α =
k21
k12

, β =
k32
k23

, γ−1 =
k43
k34

, δ−1 =
k54
k45

.

Then, the first column of P−1(0) can be expressed as

1

γδ + αγδ + αβγδ + αβδ + αβ
(γδ, αγδ, αβγδ, αβδ, αβ)T .
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Thus we derive the following expression for a(0), as defined in (1.5)

a(0) =
γδv1 + αβv5

γδ + αγδ + αβγδ + αβδ + αβ
> 0

with α = δ = 33
67 and β = 69

31γ from the experimental measurements. Therefore,
the additional coupling condition (1.5) is fulfilled.

For the hyperbolic system (6.1), we propose the feedback control laws in
the following form (

u5(t, 0)
u1(t, 1)

)
= K

(
u5(t, 1)
u1(t, 0)

)
(6.3)

with K being a 2×2 constant matrix. Take a suitable smooth positive function
λ = λ(x). Noting that Λ−(0) = v1 and Λ+(0) = v5, we have X1(0) = 1 and
X3(0) = k12k23k34k45

k21k32k43k54
= δγ

αβ = 31
69 . Given these values, the requirements for

ensuring the positive definiteness of matrices G0, G1 and G2 are simplified to(
31λ(1)vi5 0

0 −69λ(0)vi1

)
≥ KT

(
31λ(0)vi5 0

0 −69λ(1)vi1

)
K,

with i ∈ {1,−1,−3}. A simple example of a feedback law that satisfies the
aforementioned inequalities is:

u1(t, 1) =

√
λ(0)

λ(1)
u1(t, 0), u5(t, 0) =

√
λ(1)

λ(0)
u5(t, 1).

Finally we conclude by Theorem 1 that

Theorem 3. There exists K such that the modified system for the transport of
NFs in axon (6.1), (6.3) is locally exponentially stable for the H2-norm.
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[5] J.-M. Coron, G. Bastin and B. d’Andréa Novel. Dissipative boundary conditions
for one-dimensional nonlinear hyperbolic systems. SIAM J. Control Optim.,
47(3):1460–1498, 2008. https://doi.org/10.1137/070706847.

[6] J.-M. Coron, O. Glass and Z. Wang. Exact boundary controllability for 1-D
quasilinear hyperbolic systems with a vanishing characteristic speed. SIAM J.
Control Optim., 48(5):3105–3122, 2009. https://doi.org/10.1137/090749268.

[7] J.-M. Coron and H.-M. Nguyen. Dissipative boundary conditions for
nonlinear 1-D hyperbolic systems: sharp conditions through an approach
via time-delay systems. SIAM J. Math. Anal., 47(3):2220–2240, 2015.
https://doi.org/10.1137/140976625.

[8] J.-M. Coron and H.-M. Nguyen. Optimal time for the controllability of linear hy-
perbolic systems in one-dimensional space. SIAM J. Control Optim., 57(2):1127–
1156, 2019. https://doi.org/10.1137/18M1185600.

[9] J.-M. Coron and H.-M. Nguyen. Null-controllability of linear hyperbolic systems
in one dimensional space. Systems & Control Lett., 148:Paper No. 104851, 8,
2021. https://doi.org/10.1016/j.sysconle.2020.104851.

[10] J.-M. Coron, R. Vazquez, M. Krstic and G. Bastin. Local exponential H2 sta-
bilization of a 2× 2 quasilinear hyperbolic system using backstepping. SIAM J.
Control Optim., 51(3):2005–2035, 2013. https://doi.org/10.1137/120875739.

[11] G. Craciun, A. Brown and A. Friedman. A dynamical system model of
neurofilament transport in axons. J. Theoret. Biol., 237(3):316–322, 2005.
https://doi.org/10.1016/j.jtbi.2005.04.018.

[12] M. Dick, M. Gugat and G. Leugering. A strict H1-Lyapunov
function and feedback stabilization for the isothermal Euler equations
with friction. Numer. Algebra Control Optim., 1(2):225–244, 2011.
https://doi.org/10.3934/naco.2011.1.225.

[13] J.M. Greenberg and T. Li. The effect of boundary damping for the
quasilinear wave equation. J. Differential Equations, 52(1):66–75, 1984.
https://doi.org/10.1016/0022-0396(84)90135-9.

[14] M. Gugat, G. Leugering and K. Wang. Neumann boundary feedback stabilization
for a nonlinear wave equation: a strict H2-Lyapunov function. Math. Control
Relat. Fields, 7(3):419–448, 2017. https://doi.org/10.3934/mcrf.2017015.

[15] A. Gustavo, R. Vazquez, I. Karafyllis and M. Krstic. Backstep-
ping control of a hyperbolic PDE system with zero characteristic
speed. IFAC-PapersOnLine, 55(26):168–173, 2022. ISSN 2405-8963.
https://doi.org/10.1016/j.ifacol.2022.10.395.

[16] A. Hayat. Boundary stability of 1-D nonlinear inhomogeneous hyperbolic sys-
tems for the C1 norm. SIAM J. Control Optim., 57(6):3603–3638, 2019.
https://doi.org/10.1137/17M1150803.

[17] M. Herty and W.-A. Yong. Feedback boundary control of linear hyperbolic
systems with relaxation. Automatica J. IFAC, 69:12–17, 2016. ISSN 0005-1098.
https://doi.org/10.1016/j.automatica.2016.02.016.

[18] L. Hu, R. Vazquez, F. Di Meglio and M. Krstic. Boundary exponential stabiliza-
tion of 1-dimensional inhomogeneous quasi-linear hyperbolic systems. SIAM J.
Control Optim., 57(2):963–998, 2019. https://doi.org/10.1137/15M1012712.

https://doi.org/10.1137/070706847
https://doi.org/10.1137/090749268
https://doi.org/10.1137/140976625
https://doi.org/10.1137/18M1185600
https://doi.org/10.1016/j.sysconle.2020.104851
https://doi.org/10.1137/120875739
https://doi.org/10.1016/j.jtbi.2005.04.018
https://doi.org/10.3934/naco.2011.1.225
https://doi.org/10.1016/0022-0396(84)90135-9
https://doi.org/10.3934/mcrf.2017015
https://doi.org/10.1016/j.ifacol.2022.10.395
https://doi.org/10.1137/17M1150803
https://doi.org/10.1016/j.automatica.2016.02.016
https://doi.org/10.1137/15M1012712


Boundary feedback stabilization of quasilinear hyperbolic systems 321

[19] L. Hu and Z. Wang. On boundary control of a hyperbolic system with a vanishing
characteristic speed. ESAIM Control Optim. Calc. Var., 22(1):134–147, 2016.
https://doi.org/10.1051/cocv/2015031.

[20] X. Huang, Z. Wang and S. Zhou. The dichotomy property in stabilizability of
2 × 2 linear hyperbolic systems. ESAIM Control Optim. Calc. Var., 30:Paper
No. 24, 24, 2024. https://doi.org/10.1051/cocv/2024010.

[21] M. Krstic and A. Smyshlyaev. Boundary control of PDEs: A course on
backstepping designs, volume 16 of Advances in Design and Control. Soci-
ety for Industrial and Applied Mathematics (SIAM), Philadelphia, PA, 2008.
https://doi.org/10.1137/1.9780898718607.

[22] T. Li. Global Classical Solutions for Quasilinear Hyperbolic Systems, volume 32
of RAM: Research in Applied Mathematics. Masson, Paris; John Wiley & Sons,
Ltd., Chichester, 1994.

[23] K. Wang, Z. Wang and W. Yao. Boundary feedback stabilization of quasilinear
hyperbolic systems with partially dissipative structure. Systems & Control Lett.,
146:104815, 9, 2020. https://doi.org/10.1016/j.sysconle.2020.104815.

[24] Z. Wang. Exact controllability for nonautonomous first order quasilin-
ear hyperbolic systems. Chinese Ann. Math. Ser. B, 27(6):643–656, 2006.
https://doi.org/10.1007/s11401-005-0520-2.

[25] C.-Z. Xu and G. Sallet. Exponential stability and transfer functions of processes
governed by symmetric hyperbolic systems. ESAIM Control Optim. Calc. Var.,
7:421–442, 2002. https://doi.org/10.1051/cocv:2002062.

[26] W.-A. Yong. Singular perturbations of first-order hyperbolic systems
with stiff source terms. J. Differential Equations, 155(1):89–132, 1999.
https://doi.org/10.1006/jdeq.1998.3584.

[27] W.-A. Yong. Boundary stabilization of hyperbolic balance laws with
characteristic boundaries. Automatica J. IFAC, 101:252–257, 2019.
https://doi.org/10.1016/j.automatica.2018.12.003.

Math. Model. Anal., 30(2):299–321, 2025.

https://doi.org/10.1051/cocv/2015031
https://doi.org/10.1051/cocv/2024010
https://doi.org/10.1137/1.9780898718607
https://doi.org/10.1016/j.sysconle.2020.104815
https://doi.org/10.1007/s11401-005-0520-2
https://doi.org/10.1051/cocv:2002062
https://doi.org/10.1006/jdeq.1998.3584
https://doi.org/10.1016/j.automatica.2018.12.003
https://doi.org/10.3846/mma.2025.20890

	Introduction and main results
	Transformation of the system
	Proof of Theorem 1
	Proof of the lemmas
	Proof of Lemma 1
	Proof of Lemma 2
	Proof of Lemma 3
	Proof of Lemma 4
	Proof of Lemma 5

	Sketch of the proof of Theorem 2
	Application to a modified model for the transport of neurofilaments (NFs)
	References

