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Abstract. In this paper, we study the solvability of nonsmooth generalized equa-
tions in Banach spaces using a modified Newton-secant method, by assuming a Holder
condition. Also, we generalize a Dennis-Moré theorem to characterize the superlin-
ear convergence of the proposed method applied to nonsmooth generalized equations
under strong metric subregularity. Numerical examples are provided to illustrate the
effectiveness of our approach.
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1 Introduction

In this study, we aim to investigate the Newton-Kantorovich method for solving
a nonsmooth generalized equation

fl@)+g(x)+ F(z) 30, (1.1)

Copyright © 2024 The Author(s). Published by Vilnius Gediminas Technical University
This is an Open Access article distributed under the terms of the Creative Commons Attribution
License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribu-
tion, and reproduction in any medium, provided the original author and source are credited.


https://doi.org/10.3846/mma.2024.18680
mailto:vitalianoamaral@ufpi.edu.br
mailto:psergio@ufpi.edu.br
mailto:gilson.silva@ufpi.edu.br
mailto:sissy@ufpi.edu.br
http://creativecommons.org/licenses/by/4.0/

348 V.S. Amaral, P.S.M. Santos, G.N. Silva and S.S. Souza

where g : X — Y is a continuous function that admits first and second order
divided differences, F' : X = Y is a multifunction, f : X — Y is a Fréchet
differentiable function, and X and Y are Banach spaces.

One of the main reasons for this is these equations arise from the reformu-
lation of some problems in mathematical programming, for instance, nonlinear
equations, systems of equations and inequalities, nonlinear complementarity,
variational inequality, and equilibrium problems, see for instance [1,15,24] and
references therein. Owing to the large number of applications wherein this
problem appears, there are many numerical techniques that deal with them.

The standard Newton-secant method for solving (1.1), and proposed by
Geffroy and Piétrus [16], uses the iteration

flar) + g(xr) + (f'(2x) + [2r—1, 25 9]) (@41 — 23) + Fzp41) 20, (1.2)

k=1,2,..., with a given guess point zg € X, and [zy_1,xk; g] represents the
divided difference operator related to g. The above iterative scheme was studied
by Catinas in [3] for the particular case F' = 0. Hernandez and Rubio [18] also
presented a semilocal convergence analysis for the above method (1.2) to the
particular case as in [3]. Other important variants of the method (1.2) has been
studied, for instance, in [19] Jean-Alexis and Piétrus presented the following
iterative scheme for solving (1.1)

flze) +g(zr) + (f (zk) + [225-1 — T, T4 9)) (@1 — k) + F(2541) 3 0, (1.3)

k = 1,2,.... Under suitable conditions, they proved in [19] a local conver-
gence analysis for the previous method with superlinear rate. Some years later,
Rashid, Wang and Li [22] also presented a local convergence analysis for the
above method, but with different assumptions compared with [19].

It is well-known that Newton’s method has some disadvantages in practice.
For instance, on one hand, one has to compute the Jacobian at every iteration
and, on the other hand, a linear system must be solved exactly. This sometimes
makes the Newton’s method inefficient especially when the problem size is large,
see for instance [20].

To overcome these disadvantages we propose the following method for solv-
ing (1.1) where the Fréchet derivative f’(xy) is replaced by a perturbed Fréchet
derivative A(xy) which is much easier or computationally less expensive to cal-
culate:

flzr) + 9(ze) + (Alzr) + [Zh-1, 285 9]) (Ths1 — 2x) + Fapg1) 20, (1.4)

k=1,2,.... Weassume that f : X — Y is Fréchet differentiable, f has a Holder
derivative, g : X — Y is a continuous function that admits first and second order
divided differences, (f(z1) + (A(z1) + [zo,21;9]) (- — x1) + g(z1) + F(-))~ ! is
Aubin continuous at 0 for x5, and A : X — Y stands for an approximation of
/X — L(X,Y), which satisfies a kind of Holder-relaxed condition. That is,
we assume there exist positive constants K, M, M and real numbers v € [0, 1]
and £ € [0, 1] satisfying

1" (@) = £ @)l < Kllz = yl*, Nz,y, 2 9](z — 2)| <M
1" (z1) = A@)l| < M|y = 2[|" +m, m > 0.
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A similar result to the case ¢ = 0 and F' = 0 was first obtained by J. Rokne in
[23]. Thus, our convergence result constitutes an extension to the one obtained
by Rokne.

The remainder of this study is arranged as follows. In Section 2, notations
and important results for supporting our main results are introduced. In Sec-
tion 3, the central result is proposed and proved as well a numerical example
satisfying all the conditions of the main theorem. In Section 4, we study a
version of the Dennis-Moré theorem for solving (1.1). In Section 5, numeri-
cal examples are presented to demonstrate the effectiveness of the proposed
method. Finally, concluding remarks are provided in Section 6.

2 Preliminaries

In this section, we present some notations and important results required during
the development of this study. Let X and Y be Banach spaces. Let the open
and closed balls of radius § > 0, centered at x, be denoted by

Bs(x) :={y € X: |z —yl <6}, Bsla] :={y € X: |z —yl| <5}

We denote by L£(X,Y) the vector space consisting of all continuous linear map-
pings T : X — Y, and the norm of T is defined by ||T|| := sup {||Tz|| : ||z| < 1}.
Let f : 2 — Y be differentiable in an open set {2 C X. The linear map-
ping f'(z) : X — Y, which is continuous, denotes the derivative of f at x.
Let F: X = Y be a multifunction. Then, the graph, domain, and range of
the multifunction F are the sets gph F := {(z,u) e X xY : u € F(z)}, dom
F:={zeX: F(z)# o}, andrge F:={u €Y : ue F(z) for some = € X}.
The multifunction F~! : Y = X defined by F~1(u) := {r € X : u € F(x)}
denotes the inverse of F'. Let C and D be subsets of X; then,

d(z, D) :?}gg”x*y”a e(C,D) = Slellc)'d(ilf,D)

respectively define the distance from x to D and excess of C' beyond D. The
following conventions are adopted: d(x, D) = 400, when D = &, e(&, D) = 0,
when D # &, and e(9, ) = +oo. The following definition is an important
consideration in the subsequent analysis.

DEFINITION 1. Let X and Y be two Banach spaces. The first order divided
difference of the operator g : X — Y on the points z,y € X is denoted by
[x,y; g], if the following conditions hold:

[,y 9](y —2) = 9(y) —g(x), z,yeX, z#y.

The second order divided difference of g on the points x,y, 2 € X is denoted by
[x,y, 2; g], if the following conditions hold:

[:E,y,z;g](zfx):[y,z;g]f[x,y;g], x,y,zGX, x;éy, CE#Z, y#z

If g is Fréchet differentiable at x, we define [z, z;g] as ¢'(z) and, if g is twice
differentiable at z, then [z,z,z; g] is defined as 1¢”(z).

Math. Model. Anal., 29(2):347-366, 2024.
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DEFINITION 2. A multifunction I" : Y =2 X is Aubin continuous at (yo,zo) €
gph(I"), with modulus x > 0 and radii @ > 0 and b > 0, if the following
inequality holds

e(I'(y1) NBa(wo), I'(y2)) < & |ly1 — w2ll,  for all  y1,92 € By(yo).

For more details about the Aubin property the reader can see [9,10,14]. In the
following, we present the notion of metric regularity, which plays an important
role in mathematical analysis.

DEFINITION 3. Let 2 C X be open and nonempty. A set-valued mapping
H : 2 =Y is said to be metrically regular at z € {2 for ¢ € Y, when @ € H(Z),
the graph of H is locally closed at (Z, %) and there exist constants k > 0, a > 0
and b > 0 such that B,[Z] C {2 and

d(x, H ' (u)) < kd(u, H(z)), Y(z,u) € B,[Z] x By[u].

In addition, if the mapping By[u] 3 u — H~*(u) N B,[Z] is single-valued, then
H is called strongly metrically regular at z € {2 for & € Y with associated
constants kK > 0, a > 0 and b > 0.

Remark 1. Tt is known that a multifunction I" : Y == X has the Aubin property
at yo for 2 with constant x > 0 if and only if '~ : Y = X is metrically regular
at xq for yo with the same constant k, see [14, Theorem 5A.3, p. 255]. If f
is a function which is strictly differentiable at some point xg, then the Aubin
continuity of f~! at (f(z0), 7o) is equivalent to the surjectivity of f’(zq), by
the Graves theorem, see [8,17]. Moreover, it is known that if f : X — Y is
a function which is strictly differentiable at zg, F' : X = Y is a multifunction
with closed graph and yo € f(zo) + F(xo), then the Aubin continuity of the
multifunction (f + F)~! at (yo,xo) is equivalent to the Aubin continuity of the
multifunction (f(zo) + f'(z0)(- — z0) + F(-)) ™! at (yo,z0). Also, it is shown
in [13] that Aubin property of f(zo) + f'(x0)(- — ®o) + Ne(-) at (yo, o) is
equivalent to the strong metric regularity of the same multifuntion at the same
point. See a detailed discussion on this topic in [12].

Next, we present a weak regularity assumption, namely the strong metric sub-
regularity concept. This property will be used in the sequel to show the super-
linear convergence rate of our proposed method.

DEFINITION 4. A multifunction I : X == Y is said to be strongly metrically
subregular at T for § when (Z,y) € gph(F') and there is a constant k£ > 0
together with a neighborhood U of & such that

|z — 2| < kd(y, F(z)), (2.1)
for all x € U.

Next, we present a class of mappings f and F' for which the multifunction

Lpvr(@,y) = f(@)+ f(2)(y — 2) + F(y).

has the Aubin property. Firstly, we will define the following concept:
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DEFINITION 5. A mapping G : R" = R" is said to be monotone if
<yl - y,x/ - 'T> > 07 V(m,y), (xla y/) € gph G.

If G is monotone and its graph is maximal with respect to this property, i.e.,
it is not properly contained in the graph of any other monotone operator, then
we say that G is maximal monotone.

Proposition 1. Let f : R™ — R"™ be a continuously differentiable function and
F :R™ = R" be maximal monotone. Assume that x, € R™ and f > 0 satisfy
the following condition:

(f'(z)p,p) = Bllpl*>,  VpeR™

Then, rge I'r1p(x«,-) = R™, and for each T € R™ and 4 € ['j1p(x«, ), the
multifunction I'iyp(z.,-) : R® =3 R™ has the Aubin property at £ € R™ for
a € R™, with constants k = 1/(a+ B), a = 400, and b = +00.

Proof. See [5, Proposition 1]. O

Remark 2. The previous result says that if f is a continuously differentiable
function and F is a maximal monotone operator then I';4 p(xz,y) has the Aubin
property. In particular, Ity p(x, y) is strongly metrically regular, see Remark 1.

We end this section by presenting a generalization of the contraction map-
ping principle for multifunctions, whose proof is found in [14, Theorem 5E.2,
p. 313].

Theorem 1. Let I' : X =2 Y be a multifunction and let ¢y € X. Suppose that
there exist scalars p > 0 and A € (0, 1) such that the set gph I'N(B,[xo] xB,[xo])
1s closed and the following conditions hold:

(i) d(zo, I'(z0)) < p(1 = A);
(i) e (I'(p) N B, [xo], I'(q)) < Mlp — ql| for all p,q € B,[xo].

Then, I' has a fized point in B,[xo]. That is, there exists y € B,[xo] such that
yel'(y)

3 Newton-Kantorovich theorem

This section establishes a Newton-Kantorovich theorem by assuming the Aubin
property (see Definition 2), the Holder continuity of the derivative f’, and the
continuity of the function g. Besides, we suppose that the function g admits
first and second order divided differences. It is important to note that although
we assume the differentiability of f, which means we need some assumptions
about f’, we also suppose that there is some approximation for f’ and, in each
iteration of our proposed method (1.4) we do not need to compute f/(zy).

Math. Model. Anal., 29(2):347-366, 2024.
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Theorem 2. Let zg, 21 € X and n > 0 be given. Suppose f : X — Y is Fréchet
differentiable in a neighborhood O of x1, g : X — Y is a continuous function
that admits first and second order divided differences in O, and F: X =2 Y is a
multifunction with closed graph. Suppose the following conditions are hold for
all x,y,z € O

(i) there exists K >0, M >0, and ¢ € [0, 1] such that

') = W < Kllz=yl*,  Nz,y, 290z —2)| <M; - (3.1)

(ii) there exists a linear mapping A : X — Y stands for an approximation of
X = L(X,Y), with the positive constant M, m and exponent v € [0, 1]
such that

1f' (1) = A(@)|] < My — || + m; (3-2)

(iii) assume that |1 — xol| < 3, and let x5 be obtained by the Newton-secant
method (1.4) from xo and x1 such that ||xo — 1| < 2 and the multifunc-
tion

(f(z1) + g(x1) + (A(z1) + [0, 213 9]) (- — 1) + F () !

is Aubin continuous at 0 for xo with the associated radii a and b and
modulus k > 0;

(iv) there exists a number s > n satisfying

2s —n/2

< a,
a1 (8)5T +ms + (M(s)" +2m)s + 3Ms < b,
H(MSU+2m+2M) < 1,
s(h=1)+1 < 0
where
K K —
hi= = 5+st+Ms“+m+J\4>; 3.3
1—#(Ms*+2m+2M) <§+1" (3:3)

(v) Suppose that to =0, t; =n/2, ta =1, and for k > 2

E+1

where A(t) = k(ty — tp—1)/(1 — (Mt} + 2m + 2M)).

tet1 —te = M) < (tx — tk_l)E +Kti71 + Mt;_, —i—m—|—M>, (3.4)

Then, the sequence {1} generated by (1.4) is well defined for every k > 0,
xy € By (x0), and converges to a point x,. € By (o) such that f(z.) + g(z.) +
F(z,) 20, where t* is the limit point of the sequence {t;} defined in (3.4).

Remark 3. Assumption (iii) above is extremely important in the convergence
analysis of the quasi-Newton method (1.4). For example, if g = 0 and f satisfies
(2.3) then it follows from Proposition 1 that it is always verified, because in
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the definition of Aubin property a = +o0o0 and b = 4+o0. That is, from zg and
x1 we can always derive a point xo such that

(f(z1) + A(z1)(- — 1) + F()

is Aubin continuous at 0 for x5. In Section 5, we will present another important
example where Assumption (iii) is fulfilled.

The proof of Theorem 2 is based on the following two results:

Lemma 1. Let {t;} be the sequence defined by (3.4), and let condition (iv) of
Theorem 2 hold. Then, there exists t* < s such that {t;} converges to t*.

Proof. Taking into account that s and 7 are positive constants and s(h —1) 4+
n <0, by (iv), we conclude that h < 1. As a consequence we have 75 < s. In
the subsequent steps, we use induction to prove that {t;} is a non-decreasing
and bounded sequence. By (3.4), with k = 2, we have

“ SORLONE
ts —tg = — 2) + K= =z
ST T k(Mn £ 2m + 2M) [§+1<2> 2) |2

v

K n |1

+ — | M| = | +m+M|- >0.
1—H(M77U+2m—|-2M)|: (2) }2—

Using the condition 77 < s and the definition of & in (3.3), we obtain

K _
ty —to < " — < n5+Ks§+Ms“+m+M)n
1—/1(M$“—|—2m—|—2M) E+1
=hnp<n.
Thus, we obtain that
t3<t2—|—h77=77(1—|—h)ZL(I—h2)<L<s.
- 1—nh 1—h—

Now, we assume, for all n < k, that
tn S S, tn - tn—l S m, tn Z tn—1~

From (3.4), using that (tx — tx—1) > 0 and ¢ < s, we have

€+1

Moreover, using tp < s, 0 < tp —tp_1 < n and t > tx_1, from the above
equality, we find that

K _
tey1 — te = Atr) ((tk —tp1) + K5+ Mty +m M) >0. (3.5)

K
Ms“+2m+2ﬁ)

K -
thol —th< 5+K55+Ms“+m+M>t — 1)
k—+1 k_l—n( <§+1ﬂ (k k 1)

Using the condition 7 < s and the definition of & in (3.3), we obtain

ot — te < h(ty — tr_1). (3.6)

Math. Model. Anal., 29(2):347-366, 2024.
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Given that h < 1 and ¢ — tx_1 <7, we have
thy1 — e < hp <.
Repeating (3.6) successively, we obtain
thr <tp+h(ty —te1) <. .. <ti+ (B4 ..+ RFL ARt — ). (3.7)

Because tg = 0, t; = 4 and h < 1, we conclude from (3.7) that

1 — pFt!
tian < (b —t) (1 ht oY) = .

Again, using h < 1, we have t;1 < 175 < s. Hence, using (3.5) and the above
inequality, we conclude that {t;} is a monotone and bounded sequence, that
is, there exists t* > 0 such that limty =t* <s. O

Lemma 2. Suppose all of the assumptions of Theorem 2 hold. Then the se-
quence {xy} generated by the Newton iteration (1.4) satisfies

leps1 — k]| < thgr —te, k>0, (3.8)

where {t} is defined by (3.4).

Proof. We prove (3.8) by induction on k. As tq =0, t; = 2, and t; = 7, from
assumption (iii), we have

lx1 — xol| < /2 =11 —to and ||xo — x1|| < /2 =to — t1,

that is, (3.8) is true for k = 0 and k = 1. Now, we assume that ||z, — 1] <
tn, —tn_q for all 1 < n < k. Thus, if n < k then,

n n
lon =21l <D Ny =25l <Dty —tj1 <ty —t <t°—t1,  (3.9)

=2 j=2
n n

ln — 2ol <Y Ny — 20l Yty —tj1 =t <t (3.10)
=1 =1

Combining (3.9), (3.10), for every x € B, _s,) (7%), we have

Ui

o —a1ll < lle = axll +llex —ar ]| < ¢* 44—t < 2077 Z

Now, we assume, for all 2 < n < k, that z,, satisfies Theorem 2. For every
T € Bjgp—ao| (Tk), we define

P(z) = f(z1) + g(z1) + (A(21) + [20, 213 9)) (& — 1) + F(2)

and the multifunction
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where

R(z) :=f(z1) + g(x1) + (A(z1) + [0, 215 9]) (& — 1) — (f(28) + (7))
— ([zp—1, 15 9] + Alz)) (2 — ).

Next, we check all the conditions in Theorem 1. First, as (3.1) holds,

1f (@) = f(ar-1) = f/(ae-1)(@ — zp-a)] < lz — a1 (3.12)

£+1

is true for all £ > 1. Meanwhile, taking into account Definition 1, we have

llg(x1) — g(xp—1) + [r0, 215 9)(x — 21) — [TR—2, TR—1; 9](z — 1) ||
= ||[Th—2, k-1, 71; g](T1 — Tp—2) (71 — Tf—1)

+ [Th2, 2h-15 9l(21 — @) + [0, 215 9] (2 — 21) |- (3.13)

On the other hand, by using again Definition 1 we obtain

[[zr—2, 2r—1;g)(x1 — ) — [20, 215 g](21 — )| (3.14)
< z1, wh—2, xr—15 9] (TR—1 — 21) + [T0, 21, Th—2; g] (TR —2 — T0)|[|71 — 2.

Now, we combine (3.13) and (3.14) and use the second inequality in (3.1) to
conclude that

llg(z1) — g(xr—1) + [x0, 215 9](x — 21) — [TR—2, ZR—159](x — 2 1)
< Mllzy — 2p_1|| + 2M ||z — 2| (3.15)

Hence, combining (3.12), (3.15) and using (3.2) we have

£ (z1) + g(21) + (A(21) + [0, 215 9]) (2 — 1) — (f(2R1) + 9(2TR-1))
— ([rr—2, 115 9] + Alxr—1)) (& — 21|

<N f(1) = flap—1) = /(@) (@1 — zp—0) | + [1(f(21) — A(z1)) (21 — 2821
+ [[(A(z1) — Alzr—1))(z — 2p—1)[| + lg(21) — g(zK—1)

+ [zo, 215 9)(x — 21) — [Tp—2, 2R_1; 9] (2 — TR—1)]|

= &Tl”xl_ﬁrkfl||5+1+mHir1—$k71H + (M||zp—1 — zol|” + 2m) |z — 241 ||

+ M|y — 21| + 2M||z1 — 2| (3.16)

Furthermore, taking into account that x € By,, _5,|(zx), (3.9), (3.10), (3.16)
and t* < s we can conclude from (3.16) that
1f (1) + g(@1) + (A1) + [20, 213 9]) (& — 21) = (f(2-1) + g(8-1))
— ([er—2, r-15 9] + Alxp—1)) (& — 21 )|

< ()T £ mt* + (M (t*)° + 2m)t* + 3Mt* < b.

K
§+1

Math. Model. Anal., 29(2):347-366, 2024.
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Secondly, we note that x; € P~1[S(z)], where

S(ax) == f(x1)+g(x1)+(A(z)+xo, z1;9)) (e — 1) — (f(@r-1) + 9(zp-1))
— ([Th—2, To-1; 9] + A(wp—1)) (T — Th—1).

Since P~1(+) is Aubin continuous at 0 for x5 with modulus s and constants a
and b, we obtain that

d(ay, Br(z1)) < e{P—l [S(ax)] ﬂIBa(xg),q5k(xk)}
< w(|[f(zr) = flar—1) = flar—1)(@p — zp—1)|
1 (k1) = f@)llee — zp-1l]) + +6(1f (1) = Alzp—1) [ lzr — zx-1 ||
+ lg(xr) — 9(xp—1) — [Xp—2, Tr—1; g)(Tk — TR—1)|])-

Again, we use (3.12), (3.13), (3.2), and the second inequality in (3.1) to obtain
the following estimate:

kK
d(zk, Pr(zr)) < £+ 1

+ w(M|xg—1 — a1|[” +m+ M)|lzg — x|
=p(1 — k(M ||z — z1]|” + 2m + 2M)),
p = Cillzr — zp-1l], (3.17)

—— ok — zp—1 ||+ BK [ ap—1 — 21| ok — 21|

where

Ellze = zra ||+ wK Jap—r — 21 ||© + w(M |21 — 21" +m + M)

Cy = —
L= w(MJlar — ai]]" + 2m + 230)

However, using (3.11), if p,q € B);, _»,(z%), after some manipulations, we
have

e{Pr(p) NBjay—ar | (@), Pr(q) } < e{Pr(p) NBa(z2), Pr(q)}
< &[[(A(z1) — A(ze)lllp — all + &l ([zo, 215 9] — [2k—1, 23 9]) (P — D).

Using the Definition 1 and the second inequality in (3.1), we have
[[zo, 213 gl =[wk—1, 23 gllI=l[w0, 215 9] = [k Zo3 9]+ [k, To; g]—[wk—1, 213 g
= [|fek, w0, 213 9) (1 — 2x) — [2h—1, Tk, 203 g) (20 — 2p—1)|| < 2M.
Since ||z —z1|| < t* < s, ||ag — 20]] < * < s and (3.2) holds, we conclude that
AP (p) N Bjjay —ay | (21), Prc(q)}

< k(A1) = f(ar)|| + 1 f (@r) — Alzn))llp — qll + 26M
< /Q(M”l‘k —z||” +2m + QM) llp—qll < K,(MSU + 2m + 2M) llp —qll-

Because n(Ms“+2m+2M) < 1, we can apply Theorem 1 with & = &, ¥ = xy,
and \ = H(MSU +2m + 2M) to conclude that there exists xx11 € B[z such
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that xgp+1 € Pr(wgr1). That is, xg4q1 is a Newton iteration to (1.4) obtained
from xzp. Moreover, we have

2k+1 — 2kl < p, (3.18)

where p is defined in (3.17). Using (3.18), (3.9), (3.10), ||zk—2 — 21| < tg—2 <
tp—1 and ||z, — zp_1|| <t — tnh—1 for 0 < n < k, we have

K _
||37k+1_$k|| < )\(tk) (w(tk_tk1)€+Ktil+Mt}q}1 —i—m—l—M) = {41 — k-

O

Proof. [Proof of Theorem 2] Using Lemma 1, {t;} converges to t*, and
using Lemma 2 we have

00 oo
Z lzgr1 — zil] < Z g1 — b = by — tg, < 400,
k=ko k=ko

for any ko € N. Hence, we conclude that {z;} is a Cauchy sequence in By« (zg),
and it converges to some x,. Therefore, we can also conclude that:

|zs — || < t° = tg. (3.19)
By (3.10) and (3.19) we have
[ = @oll < e — ap|l + [l — zol| < =t + 1 =17,
that is, z, € By« (x0). Because the definition of {x} implies that
flar) + g(@r) + (A(ze) + [2e-1, 245 9)) (Tr41 — 2) + Fzpg1) 20, (3.20)

k=1,2,..., we use the continuity of f, g, and A(zy), and that F' has closed
graph, to conclude after passing the limit on k in (3.20) that

f(ze) + g(zs) + F(zs) 20, x, € By (0).
O

Corollary 1. Under the assumptions of Theorem 2 we have the following esti-
mate

h
|xn — x| < ﬁ(tn —tp—1), forall n>1
In particular we have linear convergence of {z,}, i.e.,

|zn — x| < Lh", forall n>1.
1-h

Proof. Since ||zpy1 — 2| < tpr1 — te < h(ty —tx—1) < h¥n, we show that
|Zman — ol <AL+ R+ .. Rty — ta1).

Hence, taking into account h < 1 we obtain
h
||xm+n - an < m(tn — tn71).

Letting m — 400 we prove the corollary. 0O
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Remark 4. We end this section by presenting a sufficient condition under which
assumption (3.2) is satisfied by a suitable finite difference approximation A.

Define
f(z + her) — f(2) f(z + hey) — f()
h [ R h ’
for some h > 0 and e; € R™ the j—th orthonormal vector of the canonical basis
for R™. Since f’ is K—Holder continuous, then

A:

(3.21)

1o +hes) = 7o) = b (@)es]| < e

holds for all z,y € R™. The previous inequality implies in

(Rt =) g < e

Then, by using the definition of A in (3.21) we obtain that

I(A = f'(@))eil| < mhf

Hence,

JA=F @I < A= F@IF =Y 1A= f@)eild <n <£+ 1) -
=1

where || - || is the Frobenius norm. From the previous inequality we can
conclude the following one:

4~ 1@ < Y (3.22)

Then, combining (3.1) and (3.22), we get

4= £l < 4 @)+ 17/ - Pl < L5 + Ko -l

Thus, if we take h satisfying
_ )M =[] +m = Kllz —a,%)
\/>K )
then (3.2) holds. In the particular case v = ¢ =1 and M = K, then we choose
A= fin (3.2).

h¢

4 Dennis-Moré theorem

In this section, we consider the Newton-secant method (1.4) for solving the
generalized equation (1.1), with A(zx) € £(X,Y) meaning some kind of ap-
proximation for f’(xy). Firstly, we observe that if f: X — Y is Fréchet differ-
entiable around &, f’ is continuous at & and {zx} is a sequence converging to
T, Tpy1 # xy for all k, then

lim || f(@rs1) — flar) — f(Z)sk|

k—oco ||Sk||

=0, (4.1)
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where si 1= g1 — Tk

In the remainder of this section, we link the analysis presented so far with
a central result in the theory of quasi-Newton methods, namely, the Dennis-
Moré theorem. This theorem, first published in [6], gives a characterization for
the g-superlinear convergence of a quasi-Newton method applied to a smooth
equation f(x) = 0 with a zero at T at which the derivative mapping f/(Z) is
invertible. That is, if a quasi-Newton method generates a sequence x; which
stays near T and xy41 # xy for all k, then xj is convergent g-superlinearly if
and only if it is convergent and, in addition,

lm |[Esel/llskl =0, (4.2)
k—oc0

where &, := A(xg) — f'(Z).

The next result is a version of the classical Dennis-Moré theorem applied
to nonsmooth generalized equations. We need to assume a strong assumption,
namely, (4.3) below. In short, it shows that if (4.2) holds for some A(xy),
f + g+ F is strongly metrically subregular at z for 0 and (4.3) holds, then
every convergent sequence, in particular those whose existence is claimed in
Theorem 2, is actually convergent superlinearly. To the best of our knowl-
edge, by assuming the strong metric subregularity is the only way to prove the
theorem below, see for instance [1, Theorem 4.9] and [4, Theorem 3.2].

Theorem 3. Suppose that f: X — Y is a continuously differentiable function
at Z, g: X = Y is a nonsmooth function that admits first order divided differ-
ences, F': X =Y is a multifunction with closed graph. Let {xy} be a sequence
generated by the method (1.4) and assume that {x} converges to T with xy, # T
for all k > 0. Then, we can show that:

a) If (4.2) holds, then T is a solution of the generalized equation (1.1).

b) If (4.2) holds, the multifunction f+ g+ F is strongly metrically subregular
at T for 0 and
1zk—1, Tk, Trr15 glskll < nllskll, (4.3)

for each n > 0, then x), — T superlinearly.

Proof. We firstly assume that (4.2) holds. Taking into account (1.4), there
exists a sequence wg € F(xg41) such that

0= f(zr) + g(zr) + (Alzk) + [Tr—1, Tk; 9]) Sk + W (4.4)

Then, since z; — T, as k — 00, g is a continuous operator we obtain that
(A(zk) + [rk—1,2k; g])sk — 0, as k — oo. Indeed,

1(AGzx) + [2r-1, 215 9D skl < N1E€ksll + r—1, 2x; gllllsell + 11 @) skl

On the other hand, we know that z; — Z. Hence, passing limit on k in the
Equation (4.4) we conclude that wy, — —f(Z) — g(&). Therefore, after passing

the limit in the inclusion wy € F(xp4+1) we get —f(Z) — g(z) € F(Z), i.e., T is
a solution of (1.1).

Math. Model. Anal., 29(2):347-366, 2024.
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Finally, we assume that (4.2) holds and the multifunction f + g + F is
strongly metrically subregular at & for 0. Then, by using (2.1), we firstly con-
clude that there exists some x > 0 such that, for k& big enough, we have

ki1 — 2| < wd(0, f(2r41) + 9(@rt1) + F(2r41))- (4.5)

The inclusion (1.4) implies that

—fzr) — g(@k) — f(T)sk — Exsik — [Tr—1, T3 9lsk + [ (@rt1) + 9(Thg1)

€ f(@rt1) + 9(@rs1) + F(@hs1), (4.6)
for all k¥ > 0. Thus, we combine (4.5) and (4.6) to conclude that
lenss — 2l < BlF @) — £(ox) — @)l + 6l Ensil (47)

+ kllg(zrs1) — glor) = [Tr—1, 215 glsk|
= k|| f(@pt1) — f(xn) — f(@)skl| + Bl Erskll + Kll[zr—1, Tk, Tht1; g)sk]|-

We shrink 7, if necessary, to obtain 7 < € for some € > 0. Thus, it follows from
(4.3) that
k-1, Ths Trt1; glsil| < €llskll-

Using this inequality, (4.1) and (4.2), we obtain from (4.7) that
[@rr1 — Zl| < 3rellzrir — [ + 3rellze — ], (4.8)

for k large enough and € > 0. Therefore, we use (4.8), and since we can take
e < 1/(3k), we conclude that

Jeses — 2] _ 3k

|z — 2| — 1—3ke’

that is, xx — & superlinearly, since € is positive and arbitrary. 0O

It is important to emphasize that this is the first time that a Dennis-Moré
theorem is presented for such kind of problem (1.1). To an extensive study
about the Dennis-Moré theorem for solving generalized equations we recom-
mend the references [4,11].

Remark 5. In next section, we will present an example that satisfies the hy-
pothesis (4.3), see Example 4.

5 Numerical examples

In this section, we apply our proposed method to solve four finite-dimensional
problems with non-isolated solutions. The algorithms were conducted in MAT-
LAB R2019b on an 8 GB RAM Intel Core i7 notebook. Therein, d* was com-
puted using the subroutine FMINCON in the coded tests. The stop condition
is (f + g)(2¥) < 1078, In the comparative study of the first two examples, fol-
lowing [7], the performance ratios are defined by r, ¢ = t, s/min{t, ;: j € S}
for p € P, s € S, and the overall assessment of the performance of a particular
solver s is given by py(7) = nipcard{p € P:rs,p < T}, where n, is the number
of problems in the set P.
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Ezample 1. Based on [21], let us consider the problem defined by:

fg:R* = R f(x) = (—cos(0.2(x1 — x4)) — 3.2,25 — 4, —x9 — 23 — 2,
x1—$4—5,x4—x1—5,x%+x§+x§+xi—8,x1+2x2—2,—2x3+m4+2),
9(x) = (2|1 — 2o + 2| + |x2 — 23 + 224] + |25 + 24 — 4, |221 — 2|, — |24 + 2|,
0,0,0,0,0)" and F(z) = RS x {0} x {0}.

The point z, = (—0.64,1.32,¢,2t — 2) is a solution of the problem for all
t € [0.77,1.11].

a) Number of iterations b) CPU time
Figure 1. Performance profiles for Example 1.

We have considered fifty randomly generated starting points zq in [—2, 2],
by setting the stop condition as (u1,us,...,us, |ur|, us|) < 1078, where u =
(f 4+ g)(xk). The results corresponding to the solved instances are represented
in the performance profiles in Figure 1 according to the number of iterations
and required CPU time. In this test, we observe that Ay = A(xy) defined by
Quasi-Newton method with Broyden update gives better results in terms of
the number of iterations and CPU time.

Ezample 2. Let us consider the nonsmooth system:

22 +23— |z —05/-1<0,
22 4+ (29 —1)% — |z — 05| — 1 <0,
(11 =12+ (22— 1)2=1=0.

Following [2], the point z, = (3,1 — %\/ﬁ)T = (0.5,0.1339745962)T is one of
the solutions of the system. In fact, the set of solutions is given by the arc
of the circle with center (1,1)7 and radius r = 1 located between x, and the
point

= (R 23803 T (0.0233728904, 1.214940664)”
S \26 1377713 26 S o '

In this problem, we consider f(z1,22) = (23 +23—1, 23+ (22—1)?—1, (21 —1)2+

(z2—1)2=1)7T, g(z1,22) = (—|z1 —0.5], —|z1 —0.5[,0)7, and F(z) = RZ x {0}.

In Example 2, we have considered fifty randomly generated starting points
xo in [~2,2], by setting the stop condition as (uy,us,|us|) < 1078, where

Math. Model. Anal., 29(2):347-366, 2024.
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pg(7)

a) Number of iterations b) CPU time

Figure 2. Performance profiles for Example 2.

u= (f+g)(xg). In Figure 2, we have presented performance profiles according
to the number of iterations and required CPU time. Also, in Example 2,
Ay, = A(xy) defined by Newton method gives better results in terms of the
number of iterations and CPU time.

In the last test, we reinforce the importance of our proposed method (1.4)
as a good alternative scheme to solve (1.1).

Ezample 3. Based on the Structured Jacobian Problem 3 in [20], we consider
the following system of inequalities:

—23:% +3x1 — 220+ 3xp_4 —Xp—3 —Tp_o+ 052, 1 —x, +1 < 0,
—233? +3v; —2wj41 +3Tp—4 — Tp—3 — Tp—2+ 0521 —2, +1 < 0,
_2‘1% + 3$n — Tp-1+ an74 —Tp_3 — Tp—_2+ 0.5$n—1 — Ty + 1 S 0,
j=2,...,n—1 where, we take z = (x1,...,2,) and consider:
T
fx)= (—21?%4—356‘1—2:62, cel —2x?+3zj—2xj+1, cel, —2xi+3xn—xn_1) ,

9(2)=3Tp_4—2p_3—Tp_o+ 0.52,_ 1 — 2, +1)(1,..., )T, F(z)= RZ.

In Table 1, we have presented results by comparing (1.3) and our proposed
method (1.4), in terms of optimality and CPU time. For both schemes, the
optimality condition was reached in the first iteration, by setting the stop
condition as (f + g)(zx) < 1078.

Table 1. Numerical results with 0 = (0.9,...,0.9)7.

Dimension (n) Newton method (1.3), [19] (1.4) with Broyden method
max(f + g)(z¥) CPU-time (s) max(f + g)(z¥) CPU-time (s)

5 -0.071328 0.2702 -1.0741 0.1259

10 -0.071328 0.7775 -0.1490 0.4666

25 -0.071328 15.6580 -0.1955 12.6728

50 -0.071328 219.4207 -0.1738 171.3098

The last example illustrated how the proposed scheme (1.4) with Broyden’s
update can be a good solver for ill-conditioned problems. Moreover, we have
that z* = —(¢,¢,...,t) with ¢ € [1,2] solves the problem.
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We end this section by presenting an impontant example in nonlinear phys-
ical phenomena. This application can be seen in chemical physics, fluid me-
chanics, plasma physics and biology.

Ezample 4. We will consider the problem of finding a solution of the following
nonlinear equation:

b
x(s) = h(s) + %/ K(s,t)@(x(t))dt, a < s <8, (5.1)
and K : [o, 0] X [a, ] = R is the Green’s function. We first note that (5.1)

can become a particular case of (1.1). In fact, we take f =0, F' = 0 and then
we have the problem

B
g(x)(s) = z(s) — h(s) — %/ K(s,t)®(x(t))dt = 0.

We approximate the integral by the Gauss-Legendre quadrature formula

/ K(s,t)® Zw] (ti, t5)P(x(ty)),

where the nodes ¢; and the weights w; are known. Let z; := x(t;) and h; = h(¢;).
Thus,

B P
z(s) — h(s) — %/ K(s,6)0(x(t))dt ~ x; — h; — % > ai(z;), i=1,2,...,p,
(0% j:1

where
LBttt —a) ;
_ _ J IB —« I —
=)= B-t)(ti—a)
oy S
Hence, (5.1) can be rewritten as
1
g(x)zx—h—fAz:O,g:Rp%RP, (5.2)
where z=(z1,...,2")",h=(h1,..., hy)", A= (ai;)} j=1,2=(D(1), ..., D(xp))".

We choose K : [0,1] x [0,1] — R as the Green’s function, ®(z(t)) = (z(t))® +
|2(¢)| and h = 0. Then, (5.2) is the same as

1
g(z) =z — §A(x:1)’+ |a:1\,...,m§’,—|— |zp|) =

We can consider the first order divided differences that do not require g to be
differentiable. Let 7,5 = 1,2,...,p. Then,

[z, y; 9i; = - _y‘[gi(xlw~-axj7yj+1a~-~ayp) = 9i(@1, T, Yy Yp)]
J j
1
= —W(aih~~~7U«m)($?+|$1|7~~7$?+ |xj‘»y]3+1+‘yj+1|a~~~7yg+‘yp‘)
i7Yj
1
+W(aily-~-aain)($§+|x1|a"-7x?71+|$j71|’y?+|yj|7"'ayzg)+ |yp|)a
77 Y5

Math. Model. Anal., 29(2):347-366, 2024.
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which implies in

s
[z, y;9lij = e —v) - ) [23 + 2] — (47 + |y;])]
J J
aij [7) =y} o] = |yl aij | o 2, 1%l =yl
== 7" + =——"|7; tT;y; +y; + .
2 @i~y Y 2 Tj—Yj

Let us note that

(73] il — |y,
e g3 glis| < | = {x?—kmjyj—kyf—k'gi/”
J J
Q; 4
< || a2 + sy + 03] + Vsl = s/ (s — )]
_ | ]2 oy Ml = lysll] _ lassl [ 2 2
=3 [‘xj—i—:cjyj—i—yj‘—i— oyl | T2 “xj—&—xjyj—i-yﬂ—i-l]

Using Triangular’s inequality, we get
[, y3 glij — [, 25 9lij| < [, v5 9li5| + 11y, 25 9lis]
1
< slaigl [ a3 + @iy + 93 + |y + 5z + 23| +2].

As a consequence, there exists m;; > 0 such that |[z,y; gli; — [y, 2; 9lij| < Ty
for all z,y,2 € O, a neighborhood of z;. Hence, we can conclude that there
exists M such that

Iy, 219z = 2)| <M, ¥V 2,y,2€0.

By taking all this into account we can conclude that

|z1] — |y1]
) o} 4+ 2151 + Ui 1 —
[x,y;9] =1 — §A diag + . (5.3)
T+ Tplp + Yy [zp] — Ly
Tp = Yp

Consequently, (5.3) guarantees the existence of the first order divided difference
for the function g, as long as z; # y;. Hence, since f = 0 and F' = 0, assumption
(iii) in Theorem 2 is verified, since it reduces to find a solution of

g(x1) + [z0,21; 9](- — 1) = 0,

which exists because the existence of first order divided difference for g.

Therefore, since all the hypotheses of Theorem 2 are fulfilled, we can apply
this theorem to guarantee that the sequence defined in (1.4) converges to a
solution of the problem (5.1).

Remark 6. Since x,y, z are in the same neighborhood of z;, then we can take,
in particular, ||z — z|| small enough, that is, ||z — z| <, for all n > 0. Hence,
if |Al] < 2%:777 for all € > 0, then ||[z,y, z; g](x — 2)|| < ¢, and the assumption
in (4.3) holds.
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6 Conclusions

We studied the solvability of generalized equations using divided differences in
Banach spaces by considering a Kantorovich-like technique. As a byproduct,
some results of Dontchev, Geoffroy, and Rokne, have been extended in part,
by assuming a Holder condition. A generalization of a Dennis-Moré theorem
was also proved in order to obtain the superlinear convergence of the proposed
method. Additionally, numerical examples are reported to illustrate the effec-
tiveness of our approach.
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