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1 Introduction

Nowadays, numerical analysis is a very important branch in mathematics due
to the fact that a great variety of applied problems in science, engineering,
computer science, bio-medicine etc., can be formulated by using ordinary dif-
ferential equations, partial differential equations, nonlinear integrals or just
nonlinear equations. It is well known that these kind of equations rarely have
algebraic solution, so we have to solve these problems by numerical methods.
Moreover, the generalized use of the computer has improved the behavior of the
approximated solutions obtained in these cases, because of the improvements
in stability, precision and computational time used.

We focus now in integral equations of Fredholm-type, different numeri-
cal methods have been developed to approximate their solution, for example,
Fredholm-type integral equations [18,21,24], Volterra-Fredholm integral equa-
tions [9,17] and nonlinear Fredholm integro-differential equations [16] can be
considered.

Let us consider a special type of the nonlinear Fredholm integral equation
of the second kind [7, 8]

z(t) = g(t) + B/bc G(t,s)P(z)(s)ds, te b, (1.1)

where B € R, —00o < b < ¢ < 400, g : [b,¢] = R, G : [b,c x [b,c] - R
are continuous functions and « : [b,¢] — R is the unknown function to be
determined in C([b, c]). The Nemytskii operator P : £2 C C([b, c]) — C([b, c]) is
given by P(z)(s) = P(z(s)), where {2 is a nonempty open convex domain in
C([b,c]) and P : R — R is a continuous but non-differentiable function. The
set C([b, c]) denotes the space of continuous real functions in [b, ¢], which is a
Banach space with the infinity norm that we will use.

In order to approximate their solution we can use different numerical meth-
ods. To begin with the homotopy analysis method (see [4,9]). Secondly, we
want to mention the hybrid method proposed by the Adomian decomposi-
tion, [6]. The technique based on a discretization process for the integral
equation is also interesting (see [3,19,22]). Finally, we center in the use of
iterative schemes to approximate the solutions. The best known methods in
this case are Newton-type methods, Whittaker-type methods or higher order
convergence iterative schemes, see [13,22]. The use of this technique has suc-
cessfully permitted the obtainment of existence and uniqueness domains for
the solution of nonlinear integral equations by setting an adequate theoretical
semilocal convergence study.

If we consider the integral operator H : £2 C C([b, c]) — C([b, c]), given by

2(t) = [H@)](t)  with [H(2)](t) = g(t) + B /;G(t,sw(x)(s)ds, (1.2)

then, the Banach fixed point theorem guarantees that, under certain assump-
tions, H has a unique fixed point, thus, the Fredholm integral equation (1.1)
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has exactly one solution. Besides, the method of successive approximations:

{ 2o given in C([b, d]),

1.3
Tpt1 = H(zn), n >0, (1.3)

converges globally to the solution z* of (1.1). But this scheme has some diffi-
culties: the rate of convergence of sequence of successive approximations {z,, }
is slow, H must be contractive and, crucially, the integral equation (1.1) must
have a unique fixed point at C([b, ¢]), which in the nonlinear case at hand is not
usually a feature of the equation. On the contrary, a very favorable feature is
that the method of successive approximations is globally convergent.

If we want to consider other possible situations in which the operator H
has more fixed points, we must apply a restricted fixed point theorem, as for
example:

Theorem 1. ( [5]) If D is a convex and compact set of C([b, c]) and the operator
H : D — D is a contraction, then H has a unique fized point * in D that can
be approzimated by the method of successive approzimations (1.3) from any
starting point xog given in D.

In this case, the first problem is obviously to locate a domain D that contains
a fixed point of the operator H. For this, we need some information about the
possible fixed points of the operator H.

To remove these difficulties, we observe that Equation (1.1) can be written
as K(z) =0, for £ : 2 CC([b,c]) — C([b, c]), where

[K(2)](t) = x(t) — g(t) - B/bCG(t, s)P(z)(s)ds, telbc. (14

Obviously, a solution of equation IC(x) = 0 is a fixed point of operator H and,
therefore, a solution of nonlinear integral equation (1.1). Taking into account
this operator, we will be able to transfer the problem of obtaining a fixed
point of the operator H to the problem of obtaining a solution of the equation
K(z)=0.

The main objective of our work is to obtain a restricted fixed point result
for the operator H, like the one cited above, but in such a way that the ap-
proximation of the fixed point is not carried out using the method of successive
approximations, of linear convergence, but rather let us do it through an it-
erative process with quadratic convergence. Furthermore, we are interested in
obtaining some kind of condition that allows us to locate the domain D. To
achieve this goal, our strategy will consist of considering an iterative process
with quadratic convergence and obtaining a global convergence result for said
iterative process. As is known, the study of the global convergence of an it-
erative process is a difficult problem to deal with. In our case, we will use
the technique in which an auxiliary point is considered to ensure the global
convergence.

The organization of the paper is as follows. Section 2 presents the iterative
schemes used to approximate a solution of the integral equation. We also define
a first-order divided difference for the Nemytskii operator, which will allow us
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to apply the considered iterative schemes later. Next, in Section 3, a global
convergence study is performed by giving first some auxiliary lemmas before
setting the main theorems and the corresponding improvements. Finally, Sec-
tion 4 shows a numerical experiment where we illustrate the obtained results.
We conclude giving some final remarks.

We denote B(i, R) = {u € C([b,q]);||lu — al| < R} and B(a,R) = {u €
C([b,]); |lu — @l]] < R} for open and closed balls with center % and radius
R > 0.

2 Preliminaries

To obtain a global convergence result for an iterative process, a technique
used is to apply a fixed point theorem, with the limitations that this result
poses. However, we will follow the ideas of the result given in [8], in which the
authors established a global convergence domain for Newton’s method, with
quadratic convergence, when it is applied to nonlinear differentiable integral
equations of type (1.1). In our case, Equation (1.1) is nondifferentiable, so
we have to consider a derivative-free iterative process. To obtain derivative-
free iterative processes, it is general to approximate the derivatives by divided
differences [1,10]. If we denote the space of bounded linear operators from {2 to
C([b,c]) by L(£2,C([b,c])), then an operator [u,v;D] € L(£2,C([b,c])) is called
a first-order divided difference for the operator F : £2 C C([b, c]) — C([b,c]) on
the points u and v (u # v) if

[u,v; Fl(u —v) = F(u) — F(v).
Thus, if we consider Newton’s method for the operator K:

xo given in C([b, c]),
Tpt1 = 2y — [K'(20)] 7 K(20), n >0,

n [14], the authors consider the following approximation
K'(xn) ~ [(1 = p)an + pap—1, (L + p)a, — pr,—1; K], for p >0,

and they consider the following derivative-free uniparametric family of iterative
processes,

To,T_1 given in 2, p € [0, 1],

Yn = (1 — p)zn + pn_1,

Zn = (1 + M)xn — UTn—1,

Tt = T — [Yn> 203 K] K@), n>0.

(2.1)

Notice that the family (2.1) can be assumed as a combination of the Newton’s
method (1 = 0) for differentiable case and the Kurchatov method (p = 1)
in both cases, differentiable and non-differentiable for operator K. This uni-
parametric family maintains the quadratic convergence [14] as the Kurcha-
tov method [2,23] and improves the accessibility of the Kurchatov method by
considering values near to u = 0, which is similar to the Newton’s method.
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Herndndez et al. [14] established the local and semilocal convergence analysis
of method (2.1) for non-differentiable operators under w-conditions.

Our main goal of this work is to study the integral equation of type (1.1)
from the iterative process (2.1). We obtain the domain of global convergence
for method (2.1) for a fixed p € (0, 1]. For this, we assume conditions on the
Nemytskii operator P and consider an auxiliary point in {2. From this auxiliary
point, we prove the existence and uniqueness of a solution z* of the integral
equation K(z) = 0 and ensure the convergence of (2.1), starting from any point
in the ball centered on an auxiliary point that we consider. This will allow us
to obtain the restricted global convergence result for the operator H.

Now, keeping in mind the iterative processes given in (2.1), we need to define
a first-order divided difference [u, v; K] for the application of iterative schemes
given by (2.1). So, for given continuous real functions u and v (u # v), we
define [u,v; K] : 2 C C([b, c]) — C([b, c]) with

[w, v; K](w)(t) = w(t) — ﬁ/bc G(t, s)[u, v; Pl(w)(s)ds,

where

o Plw)(s) =4 uls) —o(s) V) T8 E b withu(s) #uls)

0 if s € [b, ] with u(s) = v(s),

is obviously a first-order divided difference in 2. Then, [u, v; K] € L(£2,C([b, c]))
and for u # v, with u,v € C([b, ])) it is easy to check that

[u, v; K](u = v) = K(u) = K(v),

and, therefore the operator [u,v;P] allows us to define a first-order divided
difference [u, v; K] for the operator K : £2 C C([b,c]) — C([b, c]).

3 Main results

This section examines the global convergence of iterative scheme (2.1) for the
operator equation K(x) = 0, with & given in (1.4). A qualitative property of
the study of the convergence of iterative processes is obtaining a result of the
existence of a solution. This fact, combined with the ad hoc elaboration of
uniqueness result, will allow us to obtain a result of existence and uniqueness
of a fixed point for the operator H.

3.1 Global convergence and uniqueness of solution for the iterative
processes given in (2.1)

The analysis of the global convergence is based on demanding conditions only
on the operator K that ensure the convergence to a solution xz* of the equation
K(z) = 0. For a fixed value of ¢ € (0, 1], we will establish the global convergence
result for the iterative process (2.1) under the following condition for the first-
order divided difference of the Nemystkii operator
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@ w,v;P] = [z, y; Pl < A+ L(JJu — || + ||v — yl|), for pairs of distinct
points (u,v), (z,y) € 2 x 2 CC([b,c]) x C([b,c]), with A >0 and L > 0.

Notice that, with respect to the first-order divided difference of the Nemys-
tkii operator, we include the boundedness that is used in the non-diferenctiable
case A > 0 (see [12]), and if A = 0 this condition (I) is a generalization of the
case in which [z,y;P] is Lipschitz-continuous condition ( [15]). Notice that,
the above case, the Fréchet derivative of P exists in {2, see [12], and satisfies
[z, 2;P] = P’ (x), see [1]. So, if A = 0 then P is differentiable. Therefore, the re-
sults that we will obtain will be valid both for the case of the non-differentiable
Nemystkii operator (A > 0) and for the differentiable Nemystkii operator case
(A=0).

Obviously, from condition (I), it follows that fixed a pair of distinct points
(t,0) € £2 X £2, there exist A>0and L > 0, such that for each pair of distinct
points (u,v) € £2 x (2,

[, v P) = [, 3P|} < A+ L(|ju — @l + o - 3]),

with A < A and L < L.
Moreover, by using previous conditions, we can achieve the following result:

Lemma 1. Under condition (I), the following results are verified:
(a) For pairs of distinct points (u,v), (z,y) € 2 x {2,
I[w, v; K] = [z, K]|| < BM(A + L([Ju — x| + [lv — ),
with M = | [, G(t, s)ds||.

(b) Fized a pair of distinct points (@,) € 2 x §2, there exist A > 0 and
L >0, such that for each pair of distinct points (u,v) € 2 X £2,

u, v; K] = [@, 5 K]|| < BM(A+ L(||lu— il + |lv — 9])),
withﬁﬁA andsz,

Next, we have two aspects to complete in our hypotheses. On the one
hand, the hypothesis related to the auxiliary point @ € {2 that we will consider.
Besides, taking into account that the iterative processes given in (2.1) are with
memory, we have to place the initial value z_;. Therefore, we take v = x_; € 2
with 1 # 4 and ||z_; — @] < « for @ > 0. On the other hand, we have to
indicate an expression that allows us to calculate the radius R of the ball of
existence and uniqueness of solution, which will also provide us with the global
convergence of the iterative processes (2.1). Moreover, we will also need to
ensure that the sequences of iterations {z,}, {y,} and {z,} given in (2.1), are
well defined in 2 and {z,,} converges to a solution of the equation (z) = 0.

Thus, we will also consider the following hypotheses:

(II) There exists I = [, x_1; K]~ such that ||’ < X and
[[@, z—1; K]~ K(a)|| < 6, with 6 > 0.
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(III) The auxiliary real equation
0= (1—h(t)— h(t)t, (3.1)

where h(t) = ABM (A+ L(1+4p)t) and h(t) = A\BM (A+L(2t(14 ) +a))
has at least one positive real root and we denote by R the smallest positive
real root.

(IV) B(@, (1 +20)R) C 2 and ABM (A + 2LR(1 + ) + h(R) < 1.

Considering the preceding notation, we shall show the main result of global
convergence for iterative processes (2.1) based on conditions (I) — (IV). Pre-
viously, notice that we will consider that z1 # zy for all £ > 0, because, in
other case, 11 = xj for some k > 0, and then the sequence {z,,} converges
to x* with 2* = x,, = 2541 = oy, for all n > k + 2. Moreover, if z;41 # . we
obtain that yxy1 # 2zp+1. Therefore, the operators [yx11, zx+1; K] are always
well defined, for k& > 0, if yx11, 2k41 € £2.

We will begin our convergence study by considering n = 0. Let zg €
B(a, R), with ¢ # x_1 and z¢ # 4, then by definition of method (2.1) and
hypotheses (IT) and (IIT), we obtain

lyo — all < (1 — p)llwo — @l + pllz—1 — @l
<(I-pR+pa<(l—pR+pR=R,
[zo—all < (14+p)|wo—all + plle—y — all < (1 + p)R+ pa < (1+2u)R, (3.2)

it follows that yo € B(4, R) C §2 and 2y € B(@, (1+2u)R) C 2 and, as yo # 2o,
[yo, z0; K] is well defined. Then, from hypotheses (III) and (IV)

11— [, 2—1; K]~ [yo, 20: K] < [t 2—1; K]~ | 2—1; K] = [yo, 20; K] |
< ABM(A+ L(|lyo — @l + |20 — z-1]])) < ABM(A+ L(R+ (1 +2)R + o))
< ABM(A + L(2R(1 4 p) + a)) = h(R) < 1,

since from (3.1), as R > 0, we get that h(R) + h(R) < 1, and then h(R) < 1.
Therefore, by applying Banach Lemma, [yo, 20; K] ! exists with

5 1 _ A
1[yo, 205 K]~ @, 2—1; K]|| < ma Ilyo, 20; K] 71| € —=—.

Next, as
K(zo) = K(a) + [@, 21; K](z0 — @) + ([x0, &; K] — [t 21; K]) (20 — @),
from Lemma 1, we get

i, z—1; K]~ (o) || < |[@, 215 K] K(@)|| + [l — ]
+ (@, x—; K170, @3 K] = [, 2—1; K] |20 — @
<O+ R+ NSM(A+ L(R+ ))R.

Math. Model. Anal., 29(1):161-177, 2024.
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Therefore,
||$1 *IEOH < |Hyo,20;/q*1lC($0)H < H[yo,ZO;IC] [u T_1; ]” (3.3)
i - 0+ R+ \3M(A+ L(R+a)R
x [l @1 K]~ K (o) | < BMA+ LR+ )R
1—-h(R)

and as ||zo — yol|| < pllzo — z_1|| < pR + pa, from (3.2), (3.3) and hypothesis
(IT), we obtain

lz1 = all < [lyo. 203 K17 (([z0, @, K] = [yo, 20: K]) (w0 — @) + K(a)) |
< Illyo, 203 K1~ [lIlvo, @ K] = [yo, z0; K] [lvo — @

+ Ilyo, 20: K]~ @, 2—1; K] ||| [@, 2—1; K] (@)
9+/\ﬁM(A+L(||39o—yo||+\|U—Zo||))
L~ (R)
_ 0+ ABM(A+ L(pR + po + (1 + 20)R))R
1 - h(R)
O+ ASM(A+ L1+ 3R + pa))R _ 0+ H(R)R _
1 h(R) T 1-AWR)

Thus, x; € B(4, R).
After that, we also give some certain properties that will be used later.

Lemma 2. For the sequence {x,} defined by (2.1), we have
K(zn) = ([#n, 2n-1; K] = [yn-1, 20-1: K]) (20 — n-1),

”xn_ﬂ'” < ||[yn 1, %n— I;K}_l([yn lazn71§lc]_[xnflaﬁ;lc])(mnfl_ﬂ)”
+ yn-1, za-1; K] K (@),

for all ,,,x,—1 € B(@, R), with ,, # p_1, Yn—1 € B4, R),
Zn—1 € B(a, (1 +2p)R) and yn—1 # zn—1.

Lemma 3. Assume that the conditions (I) — (IV) are satisfied. Then,
[u,v; K]~ exists with

N 1 A
[, 0, K], w15 K| < s Mo K7 <

~ 1—h(R) 1—h(R)

)

for pair of distinct points (u,v) € B(a, R) x B(a, (1 + 2u)R).
Proof.  From Lemma 1 and condition (IV), we obtain

11— @, 2—1; K17 u, 03 K| < [@ 2— 15 KT7HI (@, 215 K] = [u, ;K] |
< ABM(A+ L(|ju— il + [lv — 1)) < ABM(A+ L(R+ (1+2p)R + a))
< ABB(A+ L(2R(1 4 2u) + @) = h(R) < 1,
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therefore, by applying Banach Lemma, [u,v; ]! exists and the results are
satisfied.
Next, we consider n = 1. Then, from (2.1), we obtain

lyr —all < (1 = p)lley — afl + pllzo — all < R,
lz1 = all = ller = all + pller = zol| < R+ 2uR = (14 20)R,

then, it follows that y; € B(a, R) C {2, and 2, € B(4,(1+2u)R) C 2. As
y1 # 21 then [y1, z1; K] is well defined. In addition, as ||zg—z2¢| < pllzo—z_1] <
u(R+ a) < 2uR and from Lemma 2, we get

IK(z1)[l < BM(A+ L(llz1 — yoll + lwo — zol))lz1 — 2ol
< BM(A+ L(2R + 2uR))||z1 — ol
< BM(A+ L(2(1 + p)R)||z1 — xol|-

Now, by using (2.1), we obtain

lwa = ]| < l[ys, 225 K]~ K ()|

ABM(A 1+_L}é2(‘;1)+ MR o~ aoll < Nl — o],

where, N = 28 M(Aj_%%g;r“ JB) <1 from (IV). Furthermore, as

1 =yl < pllzr = wol| < 2pR, we have

lwa—all < [yr, 20; K] (fo1, @ K] = [y1, 215 K]) (@1 =@) [+ ]|y, 215 K]~ (@) |
0+ ABM(A+ L(2uR+ (1+2u)R))R 0+ h(R)R _

= = 5

1—h(R) 1—h(R)

so, 2 € B(4,R) C 2. O

Next, to generalize the results obtained in steps n = 0 and n = 1, we
establish the recurrence relations that verify the elements of the sequence {x.,,}
given in (2.1).

Lemma 4. Under conditions (I)— (IV), the following recurrence relations are
verified for n > 2.

(1) K@)l < BM(A+2LR(1 + p))llxn — xp—1]].

(ii) lznt1 = 2nll < Nlzn = @n-1l| < N?[[zp-1 — zn-2| ... < N"|lz1 — o
< w1 = @ol|-

(i) [z — i < 0+ h(R)R)/ (1~ h(R)) = R

Proof. We can prove these recurrence relation by using mathematical induc-
tion. Thus, for n = 2 we have

lys — all < (1 - e — all + uller -l < R,
22 — @l = ez — | + pllas — 21| < (1+20)R,

Math. Model. Anal., 29(1):161-177, 2024.
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then, it follows that yo € B(4,R) C {2, z, € B(4,(1+2p)R) C {2 and, as
Y2 # 29, then [ys, 29; K] is well defined. Then, from Lemma 2, and taking into
account that

22 = 1l < [lwz — all + flyr — @l < 2R,

[z1 = 21l = llzr — (1 + p)zs + paol| < pllzy — wol| < 2pR,
we get

IK(z2)ll < BM(A+ L(|lz2 = yall + [l = 21])) |22 — 24 |

< BM(A+ LQ2(1 + p)R))llws — 21

Thus, item (%) is verified for n = 2. On the other hand, it follows that
< ABM(A+ L(2(1+4 u)R))

1 h(R)
X w2 — 21| < Nljwg — 21| < N?[lay — zo,

s — 2|l < |l[y2, 225 K]~ K (2)|

so, item (4i) is verified for n = 2. Next, from (3.1) and Lemma 2, as
ly2 = @2ll = [[(1 — p)@2 + pay — x2|| < pllzz — 2] < 2uR,
we obtain

s —all < [llya, z2; K]~ ([ya, 22; K= [w2, @ K]) (w2 =) |+ ]| [y2, 225 K]~ K (@)
_ ABM(A+ LCuR + RO 20)R+0 _ 0+ h(R)R _

= = 5

1-h(R) 1 - h(R)

then, the item (i) is verified for n = 2.

Next, applying a process of mathematical induction, the result is proved in
a simple way. Since the inductive step is proved analogous to the one used for
the stepn=2. O

Once the recurrence relations seen in the previous result have been proven,
we are now in a position to prove the global convergence result for the iterative
processes given in (2.1) applied to the equation K(z) = 0.

Theorem 2. Let us assume that conditions (I) — (IV) are verified. Then,
the iterative process (2.1) is well defined and converges to x*, a solution of
K(z) = 0, with x,,2* € B(a,R) for any initial point oy € B(4,R), with
xo # 4. Moreover, x* is the only solution of the equation K(z) =0 in B(d, R).

Proof. From the recurrence relations, we have to prove that the sequence {z,,}
is a Cauchy sequence in the Banach space C([b, c]), then, {z,} is a convergent
sequence. For this, we consider

Hanrm - xn” < Zngm — anrmle + 1Tntm—1 = Tngm—2| + ...
+[Tnt2 = gl + |Tns1 — 2nl

n

N
<(NmFm=l g Nrtme2 o NP N |3y — | < N

|21 — zol|-
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Then, obviously, {z,} is a Cauchy sequence. Therefore, there exists x* such
that {z,,} — 2*. On the other hand, from Lemma 4, we have that ||K(z,)| <
BM(A+2LR(14+p))||xn —xn—1]| and, by continuity of operator K, when n — oo
we get K(z*) = 0.

To finish, we will prove the uniqueness of the solution z*. Let y* be another
solution of equation K(z) = 0 in B(4, R). We consider

[, 215 K] (", 2 K] = [ 213 KD | ABM(A+L([[a—y* |+ -1 —=")))
< MBM(A+ L(2R+ )) < h(R) < 1, (3.4)
hence, by Banach Lemma the operator, [y*,z*; K]~! exists and as
", 2% Kl(y" —27) = K(y") - K(2") =0,
then y* =2*. O

3.2 An improvement of the uniqueness result

Here, we improve the uniqueness result that we have just proved by taking into
account the uniqueness result of the Theorem 2 and inequality (3.4).

Theorem 3. Under the conditions of Theorem 2, we assume that there exists
Ry > R such that

ABM(A+L(Ry + R+a)) <1,

then, x* is the unique solution of equation K(x) =0 in B(a, Ry) N 2.

Proof. Let y* be another solution of equation K(x) = 0 in B(a, R1) N £2. As
in (3.4), we obtain
(@, 15 K17 (ly*, 275 K] = [, w1 K| < ABM (A + L(Jli — y”|
Fley —2*l) S MMA+ E(R 4o+ B) < 1

and, as in Theorem 2, it follows that y* = z*. O

3.3 Fixed-point type result for integral equation (1.1)

As we indicated in the Introduction, a solution of the equation K(z) = 0 is a
fixed point of the operator ‘H and, therefore, a solution of the integral equation
(1.1). Bearing this in mind, we can express the Theorem 2 as a fixed-point
type result, with existence and uniqueness of solution for the integral equation
(1.1), in the following form:

Theorem 4. Let us consider the operator H given in (1.2) and assume condi-
tions (I) — (IV) are verified. Then, there exists a unique fized point of H in
B(a, R). Moreover, the sequence

xo,x_1 gwen in 2, u € [0,1],

Yn = (1 - U)xn + UTn—1,

Zn = (1 + p)an — pa, 1,

Tng1 =T — [, 203 K] 7 K (20), 0 >0
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converges to the fized point of H for any initial point xo in B(@, R), with z¢ # 4,
where the operator K(x) =z — H(x).

As we can see in the previous result, we have achieved our main objective
in this work, obtaining a fixed-point-type result for operator H. In addition,
we have located a domain B(@, R) in which there is a unique fixed point and
iterative process (2.1) converges globally to said fixed point. Therefore, we
have obtained a result of the existence and uniqueness of the solution for the
integral equation (1.1). Moreover, we have established a procedure for its
approximation with quadratic convergence.

4 Numerical experiments

Next, we present two numerical examples where we illustrate all the above
results. In the first one, as we have previously indicated, the max-norm has been
considered for setting the global convergence study. Second example is devoted
to compare a family of secant-type iterative processes with the uniparametric
family (2.1).

Example 1. We consider a nonlinear integral equation of Fredholm, which can
be used to describe applied problems in the fields of electro-magnetics, fluid
dynamics, in the kinetic theory of gases and, in general, in the reformulation
of boundary value problems. So, we consider the equation of the form (1.1),
given by

1
x(t) = g(t) + 5/ ts (;v(s)3 + |z(s)]) ds, 0<t<1. (4.1)
0
Notice that, G(s,t) = st and P(z)(s) = z(s)3 + |z(s)|. We will consider g(t) =
(1-— %)t — 1, so that z*(t) = ¢t — 1 is a solution of this integral equation.

Next, we obtain the bounds included in the assumptions (I)—(IV) for ob-
taining the results of Theorem 4. So, condition (I) gives us the following;:

ud — 3 ul — |v 3 — B x| —
+|| v y+|\ Lyl||

I 03 P] = [, 4 P < |

U—v u—v T—Y T —
<A+ L(flu =zl + [lv =y,

for pairs of distinct points (u,v), (z,y) € 2 x 2 C C([b,c]) x C([b,¢]), with
A=2,L=3rand 2 = B(0,r), moreover we take A = A and L = L.
For the divided difference for operator K is easy to obtain that:

1[w, v; K] = [z, K]l < BM 2+ 3r ([[u— x| + lv—yl)

with M = || [/ stds|| = 3. Now, by taking r = 1, 8 = 1/10, & = 3, x_; =
1/4, o = 1/3 € 2 = B(0,1), we construct the auxiliary functions given in
(3.1), with @ = 1, and # = 0.5625. First equation gives us the value of R.
We can see in Table 1 this radius of the global convergence ball for different
values of parameter . We observe that, if we take values of p smaller, we get

a better location of the fixed point in the global convergence balls obtained.
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Table 1. Radii of existence and uniqueness of the global convergence
balls for different values of p.

w R Ry

0.2 B(1/2,0.088839) B(1/2,4.327827) N B(0,1)

0.4 B(1/2,0.092256) B(1/2,4.324411) N B(0,1)

0.6 B(1/2,0.096332) B(1/2,4.320333) N B(0,1)

0.8 B(1/2,0.101376) B(1/2,4.315290) N B(0,1)

1.0 B(1/2,0.107986) B(1/2,4.308679) N B(0,1)

Last column in this table is due to the uniqueness domain, solving equation
given in Theorem 3.

Now, in order to solve the Equation (4.1) we approximate the integral by
Simpson quadrature formula with n subintervals h = 1/n the corresponding
weights w = (1,4,2,4,...,2,4,1) and nodes s; = hj,j = 0,1,2,...,n, and
giving to ¢ the values s; with 7 = 0,1,...,n, the discretization of the problem
gives us the following nonlinear system:

h, < ,
Z; :ngrgﬂst wisi (23 + |zi|) 7=0,1,2,...,n, (4.2)
i=1

with z; = x(s;) and g; = g(s;), with j =0,1,...,n.
Now, the system (4.2) can be written as

h
Klx)=x—g-— %gwgp(x) =0, K(z):R" - R", K= (K1, Ko,...,K,),
(4.3)
where x = (20, 21,72, ., )T, & = (90,91, 92, -, 9n) , 8 = diag(s), w is a
square matrix of dimension n 4+ 1 with all row equal to w and

)T

. . T
P(x) = (a5 + lwol), (27 + |21]); -, (25 + |za))

so that I is nonlinear and nondifferentiable. Now, by taking into account (4.3)
we note that the first order divided difference verifies:

|$z‘\ - |?{z‘\> i

[z, y; P] = diag(x] + x:y; + y7 +
Ti — Yq

=0,...,n.

Finally, taking into account the study carried out previously in the infinite-
dimensional case, by taking n = 10, with auxiliary point 1 = %(1,..,1)T
and starting points x_; = %(1,..,1,1)T and o = i(l,...,l)T, we program
the iterative schemes given in (2.1) in Matlab 20 by using variable precision
arithmetic with 100 digits, using as stopping criteria ||xn41 — Xn| < 10730
and with the starting point x¢ and x_; mentioned above. Then, for different
values of 1 we obtain the approximated solution to the problem, we appreciate
in Table 2 the number of iterations, the distance between the last two iterates,

the norm of the IC operator at the approximation to the solution and in the
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last row we have the approximated computational convergence order, defined
n [11].

We can check in Table 2 the results showing that the behavior of the intro-
duced method is always better that the initial Kurchatov’s iterative method
(x = 1) and we point out that Newton’s method (x = 0) can not be applied
for non differentiable operators.

Table 2. Numerical results with different values of parameter p.

Method (2.1) (2.1) (2.1) (2.1) Kurchatov
pn=0.2 nw=0.4 w=0.6 pn=0.8 =1

iter 6 6 6 6 6

lXni1 — Xn| 2.0710e-34 6.3649¢-33 2.116e-32  5.987¢-32  1.5443¢-31

IK(xn+1)ll 1.9072e-69 1.0186e-66 1.0661e-65 8.3701e-65 5.515e-64

ACOC 2.0310 1.9184 1.8722 1.8406 1.8159

Ezample 2. We consider the boundary value problem given by
d2 2
2(s) | a(sP+lo(s)| _

ds? 4 ’ (4.4)
x2(0) =1/4 and z(1) =1/4.

It is known [20], that solving the previous boundary value problem, given by
(4.4), is equivalent to solving a Fredholm integral equation of the form:

1 1
s) = 1 —|—/ G(s,t)H (x(t)) dt,
0
where the kernel G is the Green function in [0, 1] x [0, 1]:

G(s,t)z{ (1—-s)t, t<s,

s(1—1t), s<t.
So, we take the Fredholm nonlinear integral equation given by
[H(2)](s) = z(s —f—f/ G(s,t)(x(t)? + |z(t)]), dt, s€0,1],
where G is the Green’s function, and z is the solution to be obtained.

Next, we use the quadrature of Gauss-Legendre for discretizing the problem,
obtaining the following nonlinear system:

L1
=3 ZZ (22 +|z]) j=1,2,...,n, (4.5)
with the corresponding weighs ¢; and nodes t;,7 =1,2,...,n,

(1 —tj)ty, i<y,
qi(1 —ti)t;, i>7,

pij = ¢:G(t;,t:) = {
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where z; = x(t;), with j =1,...,n.
That is, the nonlinear system (4.5) in R™ is expressed as follows:
H(x)=x-(1/4,...,1/4)—Px=0, H:R" - R", H=(Hy,Hs,...,H,),
where the matrix P = (p;)i',—, and X = (27 + [x1], 23 + |22, ..., 23 + |wn|)T.

In order to compare numerical results obtained by our family (2.1), we use
the family of secant-type iterative schemes given in [12]:

w_1,wp given in 2, X € [0,1],
Up = AWy, + (1 = Nwp—1, n >0, (4.6)
Wnp+1 = Wp — [unawn; H}_l H(wn)y

with A € [0,1]. Notice that, if A = 0 we have the secant method while if A =1
and H is differentiable one has Newton’s method.

Table 3. Numerical results with different values of parameter p for (2.1).

Method Kurchatov  (2.1) (2.1)
p=1 pn=0.1 © = 0.05
k 6 5 5

[Xni1 — Xn| 1.9789e-51 1.1557e-30 1.1557e-30
|H(xnt1)||  6.2180e-59  6.6046e-59 6.6046e-59

Table 4. Numerical results with different values of parameter X for (4.6).

Method Secant like (4.6) Secant like (4.6) Secant like (4.6)
A=0 A=0.5 A=0.8

k 7 6 6

[Xni1 — Xn| 2.5456e-37 1.1028¢-27 4.5699¢-32

|H(xns1)|  5.2687e-59 2.1741e-45 1.0203e-52

The results in Tables 3 and 4 respectively obtained for (2.1) and (4.6) have
been obtained with the same digits and stopping criteria conditions that in
Example 1, starting with xo = (3,..., )7 and x_1 = (3, ..., )”. The number
of iterations needed k and the asymptotic error show the competitiveness of
our family (2.1).

5 Conclusions

In this work, we focus on integral equations of Fredholm-type of the second
kind, that is with Nemytskii operator non differentiable. We obtain a restricted
fixed point result for the nonlinear operator that defines the problem which
does not use successive approximations of linear convergence, instead of it we
use iterative schemes of second order of convergence. The global convergence of
these methods is obtained by using auxiliary points. Finally, we deal with some
numerical experiments where we illustrate the obtained theoretical results.

Math. Model. Anal., 29(1):161-177, 2024.



176 M.A. Herndndez-Veron, S. Singh, E. Martinez and N. Yadav

Acknowledgements

This research was partially supported by Ministerio de Economia y Competi-
tividad under grant PGC2018-095896-B-C21-C22 and by the project
EEQ/2018/000720 under Science and Engineering Research Board.

References

[1] LK. Argyros. On the secant method. Publicationes Mathematicae Debrecen,
43(3-4):223-238, 1993. https://doi.org/10.5486/PMD.1993.1215.

[2] LK. Argyros and S. George. Improved convergence analysis for the Kurchatov
method. Nonlinear Functional Analysis and Applications, 22(1):41-58, 2017.

[3] K. Atkinson and J. Flores. The discrete collocation method for nonlinear in-
tegral equations. IMA Journal of Numerical Analysis, 13(2):195-213, 1993.
https://doi.org/10.1093 /imanum/13.2.195.

[4] F. Awawdeh, A. Adawi and S. Al-Shara. A numerical method for solving nonlin-
ear integral equations. International Mathematical Forum, 4(17):805-817, 2009.

[5] V. Berinde and M. Pacurar. Iterative approximation of fixed points of al-
most contractions.  Ninth International Symposium on Symbolic and Nu-
meric Algorithms for Scientific Computing (SYNASC 2007), pp. 387-392, 2007.
https://doi.org/10.1109/SYNASC.2007.49.

[6] Y. Cherruault, G. Saccomandi and B. Some. New results for convergence of
Adomian’s method applied to integral equations. Mathematical and Computer
Modelling, 16(2):85-93, 1992. https://doi.org/10.1016/0895-7177(92)90009-A.

[7] J.A. Ezquerro, D. Gonzélez and M.A. Herndndez. A variant of the Newton—
Kantorovich theorem for nonlinear integral equations of mixed Hammer-
stein type. Applied Mathematics and Computation, 218(18):9536-9546, 2012.
https://doi.org/10.1016/j.amc.2012.03.049.

[8] J.A. Ezquerro and M.A. Hernéndez-Verén. How to obtain global convergence
domains via Newton’s method for nonlinear integral equations. Mathematics,
7(6):553, 2019. https://doi.org/10.3390/math7060553.

[9] M. Ghasemi, M. Tavassoli Kajani and E. Babolian. Numerical solutions of the
nonlinear Volterra—Fredholm integral equations by using homotopy perturba-
tion method. Applied Mathematics and Computation, 188(1):446-449, 2007.
https://doi.org/10.1016/j.amc.2006.10.015.

[10] M. Grau-Sénchez, M. Noguera and S. Amat. On the approximation of derivatives
using divided difference operators preserving the local convergence order of itera-
tive methods. Journal of Computational and Applied Mathematics, 237(1):363—
372, 2013. https://doi.org/10.1016/j.cam.2012.06.005.

[11] M. Grau-Sanchez, M. Noguera and J.M. Gutiérrez. On some computational
orders of convergence. Applied Mathematics Letters, 23(4):472-478, 2010.
https://doi.org/10.1016/j.am1.2009.12.006.

[12] M.A. Herndndez and M.J. Rubio. A uniparametric family of iterative pro-
cesses for solving nondifferentiable equations. Journal of Mathematical Anal-
ysis and Applications, 275(2):821-834, 2002. https://doi.org/10.1016/S0022-
247X (02)00432-8.


https://doi.org/10.5486/PMD.1993.1215
https://doi.org/10.1093/imanum/13.2.195
https://doi.org/10.1109/SYNASC.2007.49
https://doi.org/10.1016/0895-7177(92)90009-A
https://doi.org/10.1016/j.amc.2012.03.049
https://doi.org/10.3390/math7060553
https://doi.org/10.1016/j.amc.2006.10.015
https://doi.org/10.1016/j.cam.2012.06.005
https://doi.org/10.1016/j.aml.2009.12.006
https://doi.org/10.1016/S0022-247X(02)00432-8
https://doi.org/10.1016/S0022-247X(02)00432-8

[13]

[14]

[15]

[16]

[17]

18]

[19]

20]

21]

22]

23]

24]

A Fized-Point Type Result for Some Non-Differentiable FIE 177

M.A. Herndndez and M.A. Salanova. A Newton-like iterative pro-
cess for the numerical solution of Fredholm nonlinear integral equations.
The Journal of Integral Equations and Applications, 17(1):1-17, 2005.
https://doi.org/10.1216 /jiea/1181075309.

M.A. Hernéndez-Verén, N. Yadav, A. Magrenidn, E. Martinez and S. Singh.
An improvement of the Kurchatov method by means of a parametric modifica-
tion. Mathematical Methods in the Applied Sciences, 45(11):6844—6860, 2022.
https://doi.org/10.1002/mma.8209.

R. Hongmin and W. Qingbiao. The convergence ball of the se-
cant method under Holder continuous divided differences. Journal
of Computational and Applied Mathematics, 194(2):284-293,  2006.
https://doi.org/10.1016/j.cam.2005.07.008.

F. Mirzaee and S. Bimesl. Application of Euler matrix method for solving linear
and a class of nonlinear Fredholm integro-differential equations. Mediterranean
Journal of Mathematics, 11(3):999-1018, 2014. https://doi.org/10.1007/s00009-
014-0391-4.

F. Mirzace and E. Hadadiyan. Using operational matrix for solving
nonlinear class of mixed Volterra—Fredholm integral equations. Math-
ematical Methods in the Applied Sciences, 40(10):3433-3444, 2017.
https://doi.org/10.1002/mma.4237.

F. Mirzaee and N. Samadyar. On the numerical solution of stochastic quadratic
integral equations via operational matrix method. Mathematical Methods in the
Applied Sciences, 41(12):4465-4479, 2018. https://doi.org/10.1002/mma.4907.

Y. Ordokhani and M. Razzaghi. Solution of nonlinear Volterra—Fredholm—
Hammerstein integral equations via a collocation method and rational-
ized Haar functions. Applied Mathematics Letters, 21(1):4-9, 2008.
https://doi.org/10.1016/j.aml1.2007.02.007.

D. Porter and D.S.G. Stirling. Integral equations: a practical treatment,
from spectral theory to applications.  Cambridge University Press, 1990.
https://doi.org/10.1017/CB09781139172028.

J. Rashidinia and M. Zarebnia. New approach for numerical solution of Ham-
merstein integral equations. Applied Mathematics and Computation, 185(1):147—
154, 2007. https://doi.org/10.1016/j.amc.2006.07.017.

J. Saberi-Nadjafi and M. Heidari. Solving nonlinear integral equa-
tions in the Urysohn form by Newton—Kantorovich—quadrature method.
Computers € Mathematics with Applications, 60(7):2058-2065, 2010.
https://doi.org/10.1016/j.camwa.2010.07.046.

S.M. Shakhno. Nonlinear majorants for investigation of methods of linear inter-
polation for the solution of nonlinear equations. In ECCOMAS 200/4-FEuropean
Congress on Computational Methods in Applied Sciences and Engineering, 2004.

A.-M. Wazwaz. A First Course in Integral Equations. World Scientific Publishing
Company, 2015. https://doi.org/10.1142/9570.

Math. Model. Anal., 29(1):161-177, 2024.


https://doi.org/10.1216/jiea/1181075309
https://doi.org/10.1002/mma.8209
https://doi.org/10.1016/j.cam.2005.07.008
https://doi.org/10.1007/s00009-014-0391-4
https://doi.org/10.1007/s00009-014-0391-4
https://doi.org/10.1002/mma.4237
https://doi.org/10.1002/mma.4907
https://doi.org/10.1016/j.aml.2007.02.007
https://doi.org/10.1017/CBO9781139172028
https://doi.org/10.1016/j.amc.2006.07.017
https://doi.org/10.1016/j.camwa.2010.07.046
https://doi.org/10.1142/9570

	Introduction
	Preliminaries
	Main results
	Global convergence and uniqueness of solution for the iterative processes given in (2.1)
	An improvement of the uniqueness result
	Fixed-point type result for integral equation (1.1)

	Numerical experiments
	Conclusions
	References

