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Abstract. A numerical method for simulating transient flows of gas-liquid mixtures
is proposed. The mathematical model, established for a suspension of gas bubbles in
liquid, includes an equation taking into account the relative velocity between the gas
and liquid. A numerical technique based on the MacCormack scheme combined with
the method of characteristics for the boundary conditions is presented. Theoretical
results for transients initiated by a rapid closing valves are compared with measure-
ments. A good agreement is found particularly for large values of initial dissolved gas
concentration.

Keywords: non conservative system, MacCormack scheme, hyperbolic system, two phase

flow, cavitation.

AMS Subject Classification: 65M06; 35L45; 35L50; 76T10.

1 Introduction

This paper is concerned with the transient two-phase flow in pipes. The main
interest focuses on the special case of transient flow initiated by a rapid-closing
valve located in a pipe containing dissolved gas in water. The pressure fluc-
tuations generated by such closing are often associated with the presence of

�
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domains with lower pressures involving the growth of gas bubbles, and sub-
sequent the cavitation phenomena whenever the pressure reaches the vapor
pressure. In many cases, the modeling of the problem is more difficult because
the flow may turn into complex configurations if the released gas bubbles or
the vapor coalesce and form large pockets.

The present work is restricted to the transient flow where only the diffusion
of gas occurs, leading to a topology constituted with gas bubbles dispersed in
liquid. Numerous studies have been made for this case [2,6,9,10,14,15,16,17,18].
However, for the sake of simplicity, the velocities of the phases are almost
always assumed to be equal. Our work aims to investigate this problem by
considering a complete modelization taking into account the velocity differences
between the phases. The mathematical model presented is an extension of
the model established by Biesheuvel and Wijngaarden [3] for a suspension of
gas bubbles in liquid. By comparison with this model, the compressibility of
liquid and the section of pipe are not constant, but functions of the pressure.
Furthermore, the diffusion of gas is taken into account due to the presence of
gaseous cavitation. Unlike the previous works in which mathematical models
are a set of conservation laws, the model presented has a non conservative
form. Consequently, the numerical methods of conservative hyperbolic systems
cannot be applied in this case.
To solve the system of equations, we develop a finite difference method including
a specific treatment of the boundary conditions. The validity of the model
and the computational procedures is demonstrated by the comparison between
our numerical results and the experimental results obtained by Wiggert and
Sundquist [18].

2 Governing equations

As mentioned above, the transient flow is assumed to be a dispersed two-
phase nature. To describe such flow, we adopt the model of Biesheuvel and
Wijngaarden [3] which we complete by adding some relationships about the
mass transfer, the two-fluids and the pipe. Here the relationships correspond to
the gaseous cavitation conditions investigated by Wiggert and Sundquist [18].
The set of equations is formulated as follows:

Conservation of mass

∂

∂t
(Sαlρl) +

∂

∂x
(SαlρlUl) = −SΓ, (2.1)

∂

∂t
(Sαgρg) +

∂

∂x
(SαgρgUg) = SΓ,

where αk, ρk, Uk are the volumetric fraction, the density and the velocity of the
phase k = g, l. Γ and S are the rate of gas release and the pipe cross sectional
area.

Conservation of momentum for the mixture:

∂

∂t
(SαlρlUl) +

∂

∂x
(SαlρlU

2
l ) + S

∂Pl
∂x

= STwl − Sαlρlg sin θ, (2.2)
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where Pl, T
w
l , g, θ are respectively the pressure of the liquid, the term of friction

on the pipe wall, the gravitational acceleration and the angle of inclination of
the pipe.

Momentum of gas bubble:

∂

∂t

(
1

2
ρlτ(Ug − U0)

)
= ρlτ

∂U0

∂t
− 12πµR(Ug − U0)− ρlτg sin θ, (2.3)

where τ and R are respectively the volume and the radius of a bubble. U0 is
the average velocity of the fluids.

These equations are supplemented by the following constitutive laws.
Volumetric fraction:

αg + αl = 1. (2.4)

Equilibrium of pressures:

Pl = Pg + Pv,

where Pv is the vapor pressure, the term of surface tension being neglected.
Average velocity:

U0 = αgUg + αlUl.

Compressibility of fluids:

1

ρk

dρk
dPk

=
1

Kk
, (2.5)

where Kk is the bulk modulus of the phase k = g, l.
Cross sectional area-strain:

dS

SdPl
=

D

eE
, (2.6)

where e, E and D are respectively the thickness of the pipe wall, the Young’s
modulus for the pipe material and the circle pipe diameter.

Viscous stress:

Twl = −1

2
λρl

Ul|Ul|
D

,

where λ is the friction coefficient.
Henry’s law of diffusion:

Γ =

{
Krβ(PS − Pl), if Pl < PS ,
0, else,

where PS is the gas saturation pressure, β and Kr are two constants.
Gas isothermal behavior:

∂(Pgτ)

∂t
= 0. (2.7)
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3 Non-conservative formulation of the equations

To analyse the above system of equations, it is appropriate to introduce the
unknown vectors:

W = (W1,W2,W3,W4)T = (Sαlρl, Sαgρg, SαlρlUl,
1

2
(Ug − 3U0))T .

The variables Wk, k = 1, 4 can determine all the other variables in particular
the void fraction αg, the pressure of gas P and the velocities of liquid and gas
Ul, Ug. There exists an interesting relationship between the pressure P , the
void fraction αg and their associated conservative variables W1 and W2. We
present below some mathematical properties derived from this relationship that
can be used in any numerical or theoretical analysis of the equations (numerical
scheme, boundary conditions, analytic solution, etc.)

In the previous constitutive laws, the compressibility of the fluids and the
cross sectional are not constant and depend mainly on the pressure. Following
(2.5) and (2.6), these parameters can be defined according to

ρl(P ) = ρ0l exp
(P − P0

Kl

)
, ρg(P ) = P

ρ0g
P0
, S(P ) =

S0

(1−D0/2eE(P − P0))2
.

Here, the subscript refers to an initial state. Based on these functions, the
differential functions of W1 and W2 can be written as follows:

dW1 = dW1(αg, P ) = SαlρlEl,SdP − Sρldαg,
dW2 = dW2(αg, P ) = SαgρgEg,SdP + Sρgdαg,

where Ek,S = 1
ρk

dρk
dp + 1

S
dS
dp , k = g, l. Then it comes

dP =
1

SρlEM
dW1 +

1

SρgEM
dW2, dαg = −αgEg,S

SρlEM
dW1 +

αlEl,S
SρgEM

dW2,

where EM = αgEg,S + αlEl,S . This means that

∂P

∂W1
=

1

SρlEM
,

∂P

∂W2
=

1

SρgEM
,

∂αg
∂W1

= −αgEg,S
SρlEM

,
∂αg
∂W2

=
αlEl,S
SρgEM

.

Now, it is possible to rewrite the equation (2.3) by using the change of variable
W = (W1,W2,W3,W4). By developing this equation, we find that

1

2
(Ug − U0)

∂

∂t
(ρlτ) +

1

2
ρlτ

∂

∂t
(Ug − 3U0) = −12πµR(Ug − U0)− ρlτg sin θ.

It follows that:

1

2

∂

∂t
(Ug − 3U0) +

1

2

1

ρlτ

∂

∂t
(ρlτ)(Ug − U0) = −12πµR

1

ρlτ
(Ug − U0)− g sin θ.

Using the isothermal assumption of the gas (2.7), we can write

1

ρlτ

∂

∂t
(ρlτ) =

ρg
ρl

∂

∂t
(
ρl
ρg

) = (
1

ρl

dρl
dp
− 1

ρg

dρg
dp

)
∂P

∂t

= (El,S − Eg,S)( ∂P
∂W1

∂W1

∂t + ∂P
∂W2

∂W2

∂t ).
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This yields to

1

ρlτ

∂

∂t
(ρlτ) = (El,S − Eg,S)

( 1

SρlEM

∂W1

∂t
+

1

SρgEM

∂W2

∂t

)
.

Consequently, the equation (2.3) with the change of variable W, can be ex-
pressed as follows:

∂W4

∂t
+ a1(W)

∂W1

∂t
+ a2(W)

∂W2

∂t
= S2(W),

where

a1(W) =
1

2SρlEM
(Ug − U0)(El,S − Eg,S), a2(W) =

1

2SρgEM
(Ug − U0)

× (El,S − Eg,S), S2(W) = −12πµR
1

ρlτ
(Ug − U0)− g sin θ.

On the other hand, in order to write the equations (2.1)–(2.2) as a system

of conservation laws, the term S
∂P

∂x
appearing in the equation (2.2) needs to

be written in the conservative form. To get this, it suffices to introduce the
primitive function of S defined by

Φ(P ) =

∫ P

P0

S(p) dp = S0(P − P0)/
(

1− D0

2eE
(P − P0)

)
.

Then the conservative form of (2.2) can be written as:

∂

∂t
(SαlρlUl) +

∂

∂x
(SαlρlU

2
l + Φ(P )) = STwl − Sαlρlg sin θ.

Finally, the general form of (2.1)–(2.3) can be expressed as follows:

∂W
∂t

+
∂F (W)

∂x
+ Ã(W)

∂W
∂t

= S(W), (3.1)

where

F (W) = (SαlρlUl, SαgρgUg, SαlρlU
2
l + Φ(P ), 0)T ,

S(W) = (−SΓ, SΓ, STwl − Sαlρlg sin θ,−12πµR
1

ρlτ
(Ug − U0)− g sin θ)T ,

Ã(W) =


0 0 0 0
0 0 0 0
0 0 0 0
a1 a2 0 0

 . (3.2)

3.1 Formulation with a temporal non conservative term

The set of equations given by (3.1) is characterized by the presence of a non
conservative term described by a temporal derivative. From the expression of
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the matrix Ã, it can be seen that the non-conservative term depends directly
on the drift equation (2.3). It is therefore, appropriate to further simplify the
system (3.1) by separating the drift equation from the others equations. This
yields the following system:

∂U
∂t

+
∂f(W)

∂x
= S1(W),

∂V
∂t

+A(W)
∂U
∂t

= S2(W),

(3.3)

where the unknown vectors are respectively

U = (Sαlρl, Sαgρg, SαlρlUl)
T , V = 0.5(Ug − 3U0),

f(W) = (SαlρlUl, SαgρgUg, SαlρlU
2
l + Φ(P ))T , A(W) = (a1 a2 0),

S1(W) = (−SΓ, SΓ, S(Twl − αlρlg sin θ))T ,

S2(W) = −12πµR
1

ρlτ
(Ug − U0)− g sin θ.

3.2 Formulation with a spatial non conservative term

An alternative formulation of the system (3.3) can be derived if we express the
non-conservative term as a spatial derivative. To achieve this, it suffices to
eliminate the temporal derivative by using the conservation laws of the system.
Hence, the system (3.3) can be formulated as follows:

∂U
∂t

+
∂f(W)

∂x
= S1(W),

∂V
∂t
−A(W)

∂f(W)

∂x
= S2(W)−A(W)S1(W).

(3.4)

A general form of this system is given by

∂W
∂t

+
∂F (W)

∂x
− Ã(W)

∂F (W)

∂x
= S(W), (3.5)

where F (W) and Ã(W) are defined by (3.2).

4 Numerical method

In this section, we propose two numerical methods for solving the formulations
(3.3) and (3.4). The construction of such numerical methods is based on the ex-
tension of the conservation laws schemes as well as the type of non conservative
term: spatial or temporal derivative.

4.1 Numerical method for non conservative system with temporal
derivative

To compute the system (3.3), we adopt the approach followed in [8]. It consists
of using two steps for solving the system (3.3):

Math. Model. Anal., 24(2):218–235, 2019.



224 B. Achchab, A. Agouzal and A. Qadi El Idrissi

• Step 1 : Applying a classical numerical scheme to evaluate the conserva-
tion laws.

• Step 2 : Performing a time discretization for the drift equation.

The algorithm of such method can be expressed as: Un+1
j = Unj −

∆t

∆x
[fnj+1/2 − f

n
j−1/2] +∆tSn1,j ,

Vn+1
j = Vnj −Anj (Un+1

j − Unj ) +∆tSn2,j ,
(4.1)

where

fnj+1/2 = H(Wn
j ,Wn

j+1), Anj = A(Wn
j ), Sn1,j = S1(Wn

j ), Sn2,j = S2(Wn
j ).

Here, the function H represents the numerical flux of the MacCormack scheme.

fnj+1/2=
1

2
(F (Wn

j+1)+F (Wn
j+1/2)), Wn

j+1/2=Wn
j+1−

∆t

∆x
(F (Wn

j+1)−F (Wn
j )).

The superscript n refers to the time level and the subscript j denotes the node
of space. The non-conservative scheme (4.1) can also be formulated as:

Un+1
j = Unj −

∆t

∆x
[fnj+1/2 − f

n
j−1/2] +∆tSn1,j ,

Vn+1
j = Vnj +

∆t

∆x
Anj [fnj+1/2 − f

n
j−1/2] +∆tSn2,j −∆tAnj Sn1,j .

(4.2)

4.2 Numerical method for non conservative system with spatial
derivative

As it has been mentioned above, the system (3.4) provides another formula-
tion of the non conservative term by using a spatial derivative. This type of
equations has been investigated by many authors particularly in the domain
of multiphase flow where the equations are described by a non conservative
system of equations. Following the approach used in [1, 4, 5, 7, 11, 12, 13], the
system (3.4) needs to be written in the general form:

∂W
∂t

+
∂F (W)

∂x
+B(W)

∂G(W)

∂x
= S(W).

The main difficulty of this non-conservative system is to define the notion of
weak solutions and the Rankine-Hugoniot Jump Condition as in the conserva-
tive case. To solve this system of equations, an extension of these concepts has
been done for the non conservative case, which yields to the following numerical
scheme:

Wn+1
j =Wn

j −
∆t

∆x
(Fnj+1/2 − F

n
j−1/2)− ∆t

∆x
(D−

j+1/2 +D+
j−1/2) +∆tSnj ,

where

Fnj+1/2 = H(Wn
j ,Wn

j+1), Snj = S(Wn
j ),

D−
j+1/2 = Bj+1/2(Gnj+1/2 −G

n
j ), D+

j+1/2 = Bj+1/2(Gnj+1 −Gnj+1/2).
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Here, the terms Bj+1/2 and Gj+1/2 are determined from the state vectors Wn
j

and Wn
j+1.

By applying this scheme to the system (3.5), we obtain

Wn+1
j =Wn

j −
∆t

∆x
(Fnj+1/2 − F

n
j−1/2) +∆tSnj

+
∆t

∆x
[Ãnj+1/2(F̃nj+1/2 − F

n
j ) + Ãnj−1/2(Fnj − F̃nj−1/2)].

Using the definitions of the matrix Ã and the function F, we get a formulation
similar to that found in (4.2):

Un+1
j = Unj − ∆t

∆x [fnj+1/2 − f
n
j−1/2] +∆tSn1,j ,

Vn+1
j = Vnj + ∆t

∆x [Anj+1/2(f̃nj+1/2 − f
n
j ) +Anj−1/2(fnj − f̃nj−1/2)]

+∆tSn2,j −∆tAnj Sn1,j .

Here, the terms Anj−1/2, Anj+1/2 and f̃nj+1/2 are determined from the state vec-
tors Wn

j and Wn
j+1.

By taking Anj = Anj+1/2 = Anj−1/2, the above scheme can be reduced to:{
Un+1
j = Unj − ∆t

∆x [fnj+1/2 − f
n
j−1/2] +∆tSn1,j ,

Vn+1
j = Vnj + ∆t

∆xA
n
j [f̃nj+1/2 − f̃

n
j−1/2] +∆tSn2,j −∆tAnj Sn1,j .

Using the approximation f̃nj+1/2 = 1
2 (fnj + fnj+1), the scheme can also be for-

mulated as{
Un+1
j = Unj − ∆t

∆x [fnj+1/2 − f
n
j−1/2] +∆tSn1,j ,

Vn+1
j = Vnj + ∆t

2∆xA
n
j [fnj+1 − fnj−1] +∆tSn2,j −∆tAnj Sn1,j .

(4.3)

4.3 Numerical treatment of boundary conditions

In order to determine the physical parameters in the boundary nodes, we must
combine the boundary conditions with the compatibility relations given by the
method of characteristics presented in Appendix 1.

These relations are

lj(W)A(W)(
∂W
∂t

+ λj(W)
∂W
∂x

) = lj(W)S(W),

where λj and lj are respectively the eigenvalues and the associated eigenvectors
of the system (2.1)–(2.3) determined in Appendix 1.

The boundary conditions considered in this work correspond to a closing
valve at upstream and a constant pressure at downstream. In the first case,
the velocities of the two phases are taken to be zero. In the second case, the
pressure is kept constant equal the reservoir pressure. Following the analysis
made in Appendix 1, the computation of the boundary conditions is formulated
as follows:

Math. Model. Anal., 24(2):218–235, 2019.
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At the upstream:

Unl,0 = 0, Ung,0 = 0,

lj(Wn
0 )A(Wn

0 )Wn+1
0 = lj(Wn

0 )A(Wn
0 )[(1 +

∆t

∆x
λj(Wn

0 ))Wn
0

− ∆t

∆x
λj(Wn

0 )Wn
1 ] +∆tlj(Wn

0 )S(Wn
0 ),

where the subscript 0 refers to the first node, λj(W) ∈ {λ1(W), λ3(W)}.
At the downstream:

PnJ = const,

lj(Wn
J )A(Wn

J )Wn+1
J = lj(Wn

J )A(Wn
J )[(1− ∆t

∆x
λj(Wn

J ))Wn
J

+
∆t

∆x
λj(Wn

J )Wn
J−1] +∆tlj(Wn

J )S(Wn
J ),

where the subscript J refers to the last node, λj(W)∈{λ1(W), λ2(W), λ4(W)}.
Concerning the stability of the numerical method, the eigenvalues must

satisfy the CFL criterion: ∆t
∆x |λ

n
j | ≤ 1, j = 1, 4,∀n. To ensure the stability of the

non conservative schemes, an iterative procedure has been implemented in the
computer program in order to reach the CFL number allowing the convergence
of the numerical computation.

Figure 1. Comparison between the numerical schemes (4.2) and (4.3) for Air/Water
mixture with dissolved gas concentration C0=0.02.
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5 Results and discussion

5.1 Comparison between the numerical methods

To investigate the influence of the time and space discretization, we present in
the Figures 1–3 some comparisons between the numerical results obtained with
the schemes (4.2) and (4.3). The simulations have been performed for different
fluids and initial radius.

As illustrated by Figures 1–3, we observe that the numerical schemes (4.2)
and (4.3) provide similar results. This means that the choice of the type of
discretization has little influence on the numerical prediction.

Figure 2. Comparison between the numerical schemes (4.2) and (4.3) for CO2/Water
mixture with dissolved gas concentration C0=0.6.

5.2 Comparison between simulation and experimental data

To validate the model and the computational procedures, we present some
comparisons with the experimental results of Wiggert and Sundquist [18]. All
computations have been made with a distance increment ∆x = L/200, L being
the pipe length. The time increment is evaluated at each iteration through the
CFL criterion.

Math. Model. Anal., 24(2):218–235, 2019.
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Figure 3. Comparison between the numerical schemes (4.2) and (4.3) for CO2/Water
mixture with dissolved gas concentration C0=1.15.

In this work, we investigate numerically the experiments conducted by Wig-
gert and Sundquist [18] concerning the gaseous cavitation due to a valve closure.
In their theoretical approaches, the authors assumed that liquid and gas move
with the same velocity. The aim of the present study is to examine the effects of
such cavitation on physical properties for both liquid and gas as void fraction,
pressure and especially relative velocity between the phases.

The problem of the cavitation investigated by Wiggert and Sundquist [18]
is an interesting case study because its occurring may initiate the propagation
of serious pressure waves along the pipeline. It is therefore necessary to analyze
the extreme pressure fluctuations caused by these waves in order to understand
how the relative velocity is affected, particularly in the critical situations of
downstream or upstream pressure.

The present model includes the velocity differences between the phases via
a relationship depending on the initial radius of bubbles R0. Because of the
lack of experimental values, the computations were made with different values
of R0. As shown in Figure 4, there are a few influences of the initial bubble
radius on the pressure fluctuations. Concerning the velocities of the two phases,
it seems that the velocity of liquid does not vary with R0, then only one graph
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is reported. However, the velocity of gas is very affected by the changes of R0,
in particular when a strong pressure reduction occurs in the fluid.

It can be seen from the Figure 4, that the region near the closed valve is
subject to a strong cavitation, accompanied by a decrease in pressure and an
increase of the relative velocity between the phases. The maximum amplitude
of relative velocity is observed during the first wave cycle after which it becomes
negligible. This indicates a causal relationship between the cavitation and the
increase of the relative velocity amplitude. The effect of the cavitation on
the pressure transient is quite evident as shown by the numerical simulations
presented in Figure 4. Herein, the computational results reproduce the typical
events that can be encountered when the cavitation takes place in the fluid. It
can be noted for all the fluids considered that:

• The pressure peaks were created essentially at the closed valve.

• There exists many pressure surges that followed the first pressure peak as
the consequence of the reflection of the pressure wave between the closed
valve and the reservoir.

• The pressure period is longer for downstream surge and shorter for up-
stream surge.

• Because of the damping effect, the pressure surge magnitudes were pro-
gressively reduced with time.

To investigate the influence of the gas content on the pressure transient, a
comparative study was made in Figure 4 for different fluid mixture. The nu-
merical simulations were carried out with a fluid mixture consisting of water
and air or carbon dioxide. The gas concentrations employed in the simulation
are identical to those used by experiments of Wiggert and Sandquist [18].

In the Figure 4, the effect of gas content is clearly demonstrated by the
distinct characteristics of pressure surges in terms of amplitude, damping or
period.

It is observed that: the first pressure peak is much higher with lower gas
concentration, this is the case for air-water mixture; the damping of the pressure
surges depends mainly on gas content and increases grossly with it; the pressure
surge periods were increased proportionally with gas content, which can be
observed in the case of CO2-water mixture with large concentration.

Hence, we can conclude that the dissolved gas type and concentration may
affect considerably the behavior of transient pressure, and then the magnitude
of relative velocity. Furthermore, the first peak pressure is amplified with small
amount of gas content, while the damping and the period of pressure surges
are increased with the increasing of gas content. As it has been mentioned
previously, the effect of the initial bubble radius R0 on the pressure is so small
that it can be ignored. It is therefore possible to compare the experiment and
numerical results in order to validate the proposed model.

In the case of air-water mixture, the comparison between experiment and
numerical results indicts a good concordance for the first pics, and presents
some differences on phase and amplitude for the last ones. For the CO2-water

Math. Model. Anal., 24(2):218–235, 2019.
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Figure 4. Variations of pressure and velocities for an upstream closing valve.

mixtures, a consistent agreement has been obtained specially for the larger
value of initial dissolved gas. With large concentration of gas, the computed
and the experimental results are compatible on amplitude as well as on phase.

In constraint to carbon dioxide, the investigation of the air-water mixture
produces some numerical instabilities when the initial radius bubble R0 be-
comes lower or higher than certain order. Here, the simulation was carried out
with a range of values between 10−6 and 10−4. This limit can be explained by
the non-smooth character of the pressure fluctuations and the presence of severe
gradient pressure due to the fast change of fluid transient between upstream
and downstream pressure.

6 Conclusions

This work presents a numerical analysis of a system of equations describing
the transient cavitating two-phase flow. We propose two non conservative
schemes to solve this system of equations. The first scheme has been proposed
in a previous work of thesis (see [8]) as an extension of the conservation laws
schemes. The principle of this scheme consisted of applying the MacCormack
method to solve the conservation laws and make a temporal discretization to
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the non-conservative equation.
The second scheme is a numerical method that has been subject of many

studies. In the literature, this scheme is mostly applied to compute the Rie-
mann problem. The novelty of our work is to apply this non conservative
scheme to a complex mathematical model involving the gaseous cavitation, the
liquid compressibility, the pipe elasticity and slipping between the gas bubbles
and liquid. As shown earlier, the computation given by these schemes is identi-
cal for the conservation laws, and different when we treat the non-conservative
equation. The comparison made between these schemes gives a similitude be-
tween the results obtained for different configurations of two phase flow.

The good agreement found between the computed results and the experi-
mental results of Wiggert and Sundquist [18] demonstrates the validity of the
proposed model and the accuracy of the numerical schemes.

In addition, further information was obtained about the evolution of the
relative velocity between the two phases. The effect of the cavitation on the
relative velocity has been clearly demonstrated by the computational results.
It is found that under downstream conditions, the decreasing of pressure yields
to the increasing of the relative velocity. Moreover, the maximum magnitude of
the relative velocity occurs during the first wave cycle, after which it becomes
negligible. On the other hand, the numerical computation illustrates the influ-
ence of initial radius of bubble as a parameter which could have a substantial
impact on the relative velocity.

It is observed that the relative velocity magnitude vary significantly with
this parameter and increases with its higher value. It should also be noted
that the dissolved gas type and concentration need to be considered when
evaluating the effects of cavitation. As shown in the comparative study, there
is a significant influence of these parameters on the behavior of pressure as well
as the relative velocity between the two phases.
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Appendix 1

1. Characteristics

To obtain the characteristics of the system (2.1)–(2.3), it is convenient to use as
dependent variables W1 = Sαlρl, W2 = Sαgρg, Ul and Ug. The relationships
(2.4)–(2.7), determine all other variables. Based on these variables, the quasi-
linear system may be expressed as

A(W)
∂W
∂t

+B(W)
∂W
∂x

= S(W) , W = (W1,W2, Ul, Ug)
T ,
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where the matrix functions A and B are defined by

A(W)=


1 0 0 0
0 1 0 0
0 0 W1 0
a1 a2 a3 a4

 , B(W)=


Ul 0 W1 0
0 Ug 0 W2
1

ρlEM

1

ρgEM
W1Ul 0

0 0 0 0


with

W1 = Sαlρl, W2 = Sαgρg, Ek,S =
1

ρk

dρk
dPk

+
dS

SdP
, (k = g, l),

EM = αgEg,S+αlEl,S , a1 = − 1

2SρlEM
(Ug−Ul)[(1− 4αg)Eg,S − αlEl,S ],

a2 = − αl
2SρgEM

(Ug − Ul)[Eg,S + 2El,S ],

a3 = −3

2
αl, a4 = −1

2
(1− 3αg).

The characteristic roots λ are obtained by solving the equation
∣∣B − λA∣∣ = 0.

By developing this, we show that one root is vanished (λ = 0) and the three
others are the roots of the algebraic equation:(λ− Ul

cf

)3
− ηψ

(λ− Ul
cf

)2
−
(λ− Ul

cf

)
+ η = 0,

where

c2f =
1

ρlEM (1−3αg)
, η=

Ug−Ul
cf

, ψ=
2αg(1−2αg)

1− 3αg

Eg,S
EM

+
α2
l

1−3αg

El,S
EM

.

Using the variable X = λ−Ul

cf
, the previous cubic equation can be rewritten as

X3 − ηψX2 −X + η = 0.

To solve this equation, it is appropriate to set ξ = X − ηψ

3
. Then, we get

ξ3 + aξ + b = 0,

a = −1

3

(
3 + (ηψ)2

)
, b =

1

27

(
− 2(ηψ)3 − 9ηψ + 27η

)
.

The resolution of this equation depends on the sign of the expression b2

4 + a3

27 .
It is demonstrated that the roots of this polynomial are real and distinct if the

following condition is satisfied :
b2

4
+
a3

27
< 0. In addition, the exact expression

of the roots is given by

ξk = 2

√
−a

3
cos
(φ

3
+

2kπ

3

)
, k = 0, 1, 2, cos(φ) =

3b

2a

√
−3

a
.
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In the present work, the term η is assumed to be neglected because the sound
velocity is often larger than the velocities of the two phases.
It follows that

b2

4
+
a3

27
=

1

4(27)2

(
− 2(ηψ)3 + 9ηψ + 27η

)2
− 1

27

(
3 + (ηψ)2

)3
.

Then
b2

4
+
a3

27
' − 1

27

(
3 + (ηψ)2

)3
< 0.

This inequality implies the existence of three real and unequal roots. An ap-

proximation of these roots may be obtained by neglecting the term 3b
2a

√
− 3
a

which yields to the following expressions:

φ =
π

2
, ξ1 =

√
−a, ξ2 = −

√
−a, ξ3 = 0.

Finally, the characteristic roots can be deduced as

λ1 = 0, λ2 = Ul +
ψ

3
(Ug − Ul), λ3 = Ul +

ψ

3
(Ug − Ul)

− cf

√
1 +

(ηψ)2

3
, λ4 = Ul +

ψ

3
(Ug − Ul) + cf

√
1 +

(ηψ)2

3
.

For each eigenvalue λj , we define an eigenvector lj as lj(B − λjA) = 0. The
resolution of such system gives: if λj = 0, then lj = (0, 0, 0, 1), and if λj 6= 0,
then

lj=
(a3W2

a4W1
+ρgEM (Ul−λj)(Ug−λj−

a2
a4
W2), 1,−ρgEM (Ug−λj−

a2
a4
W2),

W2

λja4

)
.

2. Compatibility relations

Unlike the interior nodes for which a numerical method has been established,
the extremity nodes need a specific treatment based on the compatibility rela-
tions. The formulation of these compatibility relations must take into account
the boundary conditions imposed by experiment.

In the present work, we investigate the case of a rapid closing valve situed in
the upstream of a pipeline located between two reservoirs. This case study has
been studied experimentally and numerically by Wiggert and Sundquist [18].

Generally for such physical experiment, the boundary conditions are ex-
pressed as follows: the velocity vanish for the two phases at the upstream side
and the pressure is maintained constant at the downstream side. To determine
the physical parameters at the extremity nodes, we must combine the above
boundary conditions with the following compatibility relations:

lj(W)A(W)(
∂W
∂t

+ λj(W)
∂W
∂x

) = lj(W)S(W),

where λj and lj are respectively the eigenvalues and the associated eigenvectors
of the system(2.1)–(2.3). In practice, we have to use the negative characteristics
for the upstream side, and the positive characteristics for the downstream side.
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2.1 Boundary conditions at upstream
By definition, the boundary conditions for a rapid closing valve are given

by Ul = Ug = 0. By substituting these values in the polynomial characteristics,
we get the following eigenvalues: λ1 = λ2 = 0, λ3 = −cf , λ4 = cf . For these
eigenvalues, the associated eigenvectors are: l1,2 = (0, 0, 0, 1),

l3=
(a3W2

a4W1
, 1, ρgEM

a2
a4
W2,−

W2

cfa4

)
, l4=

(a3W2

a4W1
, 1, ρgEM

a2
a4
W2,+

W2

cfa4

)
.

At the upstream, we determine the pressure and the void fraction by solving
the compatibility relations using the negative eigenvalues. This leads to resolve
the following system:{

Ul = Ug = 0,

lj(W)A(W)(
∂W
∂t

+ λj(W)
∂W
∂x

) = lj(W)S(W), λj ∈ {λ1, λ3}.

2.2 Boundary conditions at downstream
At the downstream side, the pressure is assumed to be constant. The other

physical parameters:αg, Ul, Ug are determined by using the positive compatibil-
ity relations. As seen before, the comparison between the eigenvalues demon-
strates clearly that |λ2| << |λ4|. It is therefore reasonable to simplify the
compatibility relations by considering the following approximations:

dx

dt
= λ1 = 0,

dx

dt
= λ2 ∼= 0,

dx

dt
= λ3 < 0,

dx

dt
= λ4 > 0.

At the downstream, the boundary conditions can be formulated as follows:{
P = constant,

lj(W)A(W)
(∂W
∂t

+ λj(W)
∂W
∂x

)
= lj(W)S(W), λj ∈ {λ1, λ2, λ4}.

Appendix 2: Experiments of Wiggert and Sundquist

The experiments of Wiggert and Sundquist [18] were conducted with installa-
tion constituted with a pipeline located between two reservoirs. The experience
consists of a rapid closing valve located at the downstream end or the upstream
end of the pipe. The Figure 5 shows the pipe system and gives the data of ex-
periments.

Figure 5. Pipe system and data of experiments.
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