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#### Abstract

In this paper we consider the discrete-time dynamical systems generated by network worm propagation models based on the theory of quadratic stochastic operators(QSO). This approach simultaneously solves two important problems: exploring of the QSO trajectory's behavior, we described the set of limit points, thereby completely solved the main problem of dynamical systems (i), we showed a new application of the theory QSOs in worm propagation modelling (ii). We demonstrated that proposed discrete-time biologically-inspired model represents also realistic picture of the worm propagation process and such analytical models can be used in decision of some problems of computer networks.
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## 1 Introduction

Attacks of network worms are actual problems of network security. They always cause direct financial damage and also serves as the basis, for example, stealing of confidential and private personal information, etc.

As a network worm can be understand as a program capable of independently finding new nodes for infection and using a communication network for its propagation. Existing defenses do not always efficiently cope with the epidemics of network worms; therefore, it becomes urgent to create a new generation of detection and protection systems that can prevent or contain the epidemic in its early stages. To solve this problem, it is necessary to be able to model the epidemics of network worms in order to deep study this phenomenon in details and the model should adequately describe the process of spreading network worms. A powerful approach for analyzing the spread of computer worms across the Internet is analytical modeling. An advantage of analytical modeling is traditionally considered to be a solution in general, as well as a high speed of modeling specific scenarios for various initial conditions.

The mathematical instruments for studying the dynamics of biological epidemics have been developed a long time ago. Various models borrowed from epidemiology have already been used to model the dynamics of the spread of Internet worms. The biological approach to modeling a viral problem admittedly began with the work [16], but this topic becomes relevant after outbreaks of Code Red and Nimda in 2001. We refer reader to [5] and corresponding references therein for information about worms Code Red and Nimda.

In [20] the SIS models are reviewed and the $N$-intertwined virus spread model of the SIS-type is introduced as a promising and analytically tractable model of which the steady-state behavior is fairly completely determined. Also it is compared to the exact SIS Markov model, the $N$-intertwined model makes only one approximation of a mean-field kind that results in upper bounding the exact model for finite network size $N$ and improves in accuracy with $N$.

In [7] an e-epidemic SIR compartmental model is considered, i.e. the population of hosts is divided into three classes: susceptible computers, infected computers and recovered computers, and the evolution between these states is ruled according to specific local transition functions involving Boolean expressions.

In $[5,6]$ the SEIR-SEIQR-SAIR-PSIDR models were studied and their results applied Code Red Worm propagation and the PSIDR model showed results closest to real data.

In all of the above-mentioned references the authors investigated continuous time dynamical systems generated by SIS-SIR-SEIR-SEIQR-SAIR-PSIDR models. However, it seems natural to consider a discretization of these continuous time systems and explore the discrete time dynamical systems resulting from it. Especially it is known that some discrete and the corresponding continuous time dynamical systems behavior substantially differently. Indeed, the authors showed in [1] that the discrete time dynamical system is much richer than the continuous time dynamical system generated by same operator. Also in [2] the behavior in the discrete-time SIS and SIR models with some type of
positive feedback to the susceptible class differs from their continuous analogues is proven.

The main aim of the research is to study the discrete-time dynamical systems of the above mentioned SIS-SIR-PSIRD models using the theory of quadratic stochastic operators. Therefore the discrete time dynamical system of network worm propagation, presented in QSO form of SIS-SIR-PSIRD models in the present paper are interesting, because they distinguish from previous discrete models in some basic features. Firstly, we considered the models in the two- and three -dimensional simplexes; secondly, two models (PSIDR, SIR) considered as the case when the number of nodes is variable; thirdly, exploring of the trajectory's behavior, we described the set of limit points, thereby completely solved the main problem of modelling. And finally, we showed a new application of the theory QSOs. In our investigation, some parameters can be negative which are impossible in real situations, but these cases are also interesting from a purely mathematical point of view. Such dynamical systems are important, but there are relatively few dynamical phenomena that are currently understood (see e.g. [25]).

The paper organized as follow. In the next Section 2, we recall the definitions SIS-SIR- PSIDR models and quadratic stochastic operators. In Section 3, we reduce SIS-SIR models to a quadratic stochastic operator mapping the simplexes $S^{1}$ and respectively $S^{2}$ to itself. It is described the set of limit points the trajectories depending on the parameters of model and on the initial points. Section 4 is devoted dynamical system generated by discrete version of PSIDR model. It is shown that the trajectories of discrete time SIS-SIR- PSIDR models (operators) are convergent.

## 2 Preliminaries and known results

In this section, following [18], we describe the models of network worm propagation: Susceptible-Infected-Susceptible (SIS) model: Let an arbitrary host of a network consisting of a constant number of $N$ hosts be in two states vulnerable $(S)$ and infected $(I)$, i.e. $S+I=N$. Suppose that when a host is infected, only one copy of the worm can exist on it. This copy randomly selects a potential victim in the accessible address space with an average constant speed $\beta$ hosts per second. On average, $1 / \beta$ seconds is spent on searching and infecting a single host. To describe the dynamics of the share of infected hosts, we introduce the variables $i=I / N$ and $s=S / N$. The equations of the dynamics of such system has following form:

$$
\begin{equation*}
\frac{\mathrm{d} s}{\mathrm{~d} t}=-\beta i s, \quad \frac{\mathrm{~d} i}{\mathrm{~d} t}=\beta i s \tag{2.1}
\end{equation*}
$$

Susceptible-Infected-Removed (SIR) model: a) The SIR model can be used to estimate factors that attenuate network outbreaks. In it, hosts exist in three states: vulnerable $(S)$, infected $(I)$ and immune $(R)$. Thus, $S+I+R=N$. Suppose that the nodes are invulnerable only after the treatment of infection.

Introducing a constant average speed of "immunization" per unit time $\gamma$ and
given that $i=I / N, r=R / N$ and $s=S / N$, we get the system of equations

$$
\begin{align*}
& \frac{\mathrm{d} s}{\mathrm{~d} t}=-\beta i s, \\
& \frac{\mathrm{~d} i}{\mathrm{~d} t}=\beta i s-\gamma i,  \tag{2.2}\\
& \frac{\mathrm{~d} r}{\mathrm{~d} t}=\gamma i .
\end{align*}
$$

b) The SIR model with a variable number of nodes can be considered similarly. The dynamics of a system with a variable number of nodes is determined by the rate of growth of new vulnerable ( $S$ ) nodes $\alpha$ :

$$
\begin{align*}
& \frac{\mathrm{d} s}{\mathrm{~d} t}=-\beta i s-(\alpha+\gamma) s+\alpha \\
& \frac{\mathrm{d} i}{\mathrm{~d} t}=\beta i s-(\alpha+\gamma) i  \tag{2.3}\\
& \frac{\mathrm{~d} r}{\mathrm{~d} t}=\gamma(1-r)-\alpha r
\end{align*}
$$

Progressive Susceptible-Infected-Detected-Removed (PSIDR) model: In the PSIDR model, it is assumed that epidemic events are divided into two periods.

The pre-response period. Initially, the worm infects one host on the network. For several days (hours), the worm spreads over the network without being noticed by most users. In terms of the PSIDR model, this phase is characterized by a positive infection rate (worm birth) $\beta$ without cure attempts. Vulnerable nodes become infected with a probability of $\beta$ if they are in contact with an infected node.

The response period. After a period of time, the worm is detected on some hosts. Its signatures are highlighted and entered into the anti-virus software database. Uninfected nodes become immune to this worm, and infected hosts are "cured" with a certain frequency, depending on the update rate of the antivirus database. This period in the model under consideration is characterized by the same frequency of birth of the worm, but vulnerable nodes are cured with the frequency $\mu$, and already infected nodes are detected with the frequency $\mu$ and cured with the frequency $\delta$. The parameter $\mu$ essentially characterizes the speed at which the update of the anti-virus database spreads after the initial detection of the worm.

Thus, the PSIDR model assumes that the epidemic can be divided into two periods and it is assumed that the number of nodes in the network $N$ is constant. When $0<t<\pi$ it is must be $S(t)+I(t)=N$. We introduce the variables $s=S / N$ and $i=I / N$ then the system is described by the following equations

$$
\begin{equation*}
\frac{\mathrm{d} s}{\mathrm{~d} t}=-\beta i s, \quad \frac{\mathrm{~d} i}{\mathrm{~d} t}=\beta i s \tag{2.4}
\end{equation*}
$$

When $t \geq \pi$ it is must be $S(t)+I(t)+D(t)+R(t)=N$. We introduce the variables $s=S / N, i=I / N, d=D / N$ and $r=R / N$ then the system is
described by the following equations:

$$
\begin{align*}
& \frac{\mathrm{d} s}{\mathrm{~d} t}=-\beta i s-\mu s \\
& \frac{\mathrm{~d} i}{\mathrm{~d} t}=\beta i s-\mu i  \tag{2.5}\\
& \frac{\mathrm{~d} d}{\mathrm{~d} t}=\mu i-\delta d \\
& \frac{\mathrm{~d} r}{\mathrm{~d} t}=\delta d+\mu s
\end{align*}
$$

Note that in [3] the continuous time dynamical systems generated by operator (2.5) studied in details. In the below we consider the discrete time versions of SIS-SIR-PSIRD models, but generated by a quadratic stochastic operator. So here we shortly describe the essence of quadratic stochastic operator.

Quadratic stochastic operators(QSO): Let

$$
S^{m-1}=\left\{\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{m}\right) \in \mathbb{R}^{m}: x_{i} \geq 0, \text { for any } i \text { and } \sum_{i=1}^{m} x_{i}=1\right\}
$$

be the ( $m-1$ )-dimensional simplex. A map $V$ from $S^{m-1}$ into itself is called a quadratic stochastic operator if

$$
\begin{equation*}
V: x_{k}^{\prime}=\sum_{i, j=1}^{m} p_{i j, k} x_{i} x_{j}, \tag{2.6}
\end{equation*}
$$

for any $\mathbf{x} \in S^{m-1}$ and for all $k=1, \ldots, m$, where

$$
\begin{equation*}
p_{i j, k} \geq 0, \quad p_{i j, k}=p_{j i, k}, \quad \sum_{k=1}^{m} p_{i j, k}=1 \tag{2.7}
\end{equation*}
$$

Such operators occur in some models of mathematical biology and describe the evolution of a population consisting of several types of individuals (see e.g., $[1,4,9,10,11,12,13,14,15,17,19,21,22,23,24,26])$. Assume that $\left\{\mathbf{x}^{(n)} \in\right.$ $\left.S^{m-1}: n=0,1,2, \ldots\right\}$ is the trajectory of the initial point $\mathbf{x} \in S^{m-1}$, where $\mathbf{x}^{(n+1)}=V\left(\mathbf{x}^{(n)}\right)$ for all $n=0,1,2, \ldots$, with $\mathbf{x}^{(0)}=\mathbf{x}$. Let $\omega\left(\mathbf{x}^{(0)}\right)$ be the set of limit points of the trajectory $\left\{\mathbf{x}^{(n)}\right\}, n=0,1, \ldots$. The main problem is investigation of the asymptotical behaviour of the trajectories for a given QSO. In other words the main task is the description of the set $\omega\left(\mathbf{x}^{(0)}\right)$ for any initial point $\mathbf{x}^{(0)} \in S^{m-1}$ for a given QSO. This problem is an open problem even in two-dimensional case. A point $\mathbf{x} \in S^{m-1}$ is called a fixed point of a QSO $V$ if $V(\mathbf{x})=\mathbf{x}$. A QSO $V$ is called regular if for any initial point $\mathbf{x} \in S^{m-1}$, the limit $\lim _{n \rightarrow \infty} V^{n}(\mathbf{x})$ exists. Note that the limit point is a fixed point of a QSO. Thus, the fixed points of a QSO describe limit or long run behavior of the trajectories for any initial point. The limit behavior of trajectories and fixed points play an important role in many applied problems.

Definition 1. [11] A quadratic stochastic operator is called Volterra if

$$
p_{i j, k}=0, \text { for any } k \notin\{i, j\}, i, j, k=1, \ldots, m
$$

Fix $l \in\{1, \ldots, m\}$ and assume that coefficients $p_{i j, k}$ satisfy

$$
\begin{align*}
& p_{i j, k}=0 \text { if } k \notin\{i, j\} \text { for any } k \in\{1, \ldots, l\}, i, j=1, \ldots, m ; \\
& p_{i j, k}>0 \text { for at least one pair }(i, j), i \neq k, j \neq k, \forall k \in\{l+1, \ldots, m\} . \tag{2.8}
\end{align*}
$$

Definition 2. [26] For any fixed $l \in\{1, \ldots, m\}$, the QSO defined by (2.6), (2.7) and (2.8) is called $l$ - Volterra QSO.

## 3 Discrete time SIS, SIR-models

Consider discrete time analogues of the above mentioned SIS-SIR models of worm propagation. In each model to make some relations with $p_{i j, k}$ we find conditions on parameters of models (operators) rewriting them in the form a QSO (2.6). The main task about the asymptotical behaviour of the trajectories for any QSO is the open problem still. This is a motivation of considering the discrete time analogues of these models, presenting in a QSO form.

### 3.1 Discrete time SIS model

The discrete version of (2.1) has the following form

$$
\left\{\begin{array}{l}
s_{n+1}=s_{n}-\beta s_{n} i_{n}, \\
i_{n+1}=i_{n}+\beta s_{n} i_{n}
\end{array}\right.
$$

where $n$ is a non-negative integer number.
Consider an operator $V: \mathbb{R}_{+}^{2} \rightarrow \mathbb{R}_{+}^{2}, \mathbf{x}=\left(x_{1}, x_{2}\right) \rightarrow \mathbf{x}^{\prime}=V(\mathbf{x})=\left(x_{1}^{\prime}, x_{2}^{\prime}\right)$ defined by

$$
V_{1}:\left\{\begin{array}{l}
x_{1}^{\prime}=x_{1}-\beta x_{1} x_{2},  \tag{3.1}\\
x_{2}^{\prime}=x_{2}+\beta x_{1} x_{2},
\end{array}\right.
$$

where $x_{1}^{\prime}=s_{n+1}, x_{2}^{\prime}=i_{n+1}, x_{1}=s_{n}, x_{2}=i_{n}$ for a natural $n$.
The discrete time model (3.1) is related to a QSO defined on the simplex $S^{1}$. Indeed, using $x_{1}+x_{2}=1$ we rewrite the operator (3.1) in the form

$$
\left\{\begin{array}{l}
x_{1}^{\prime}=x_{1}^{2}+(1-\beta) x_{1} x_{2}  \tag{3.2}\\
x_{2}^{\prime}=x_{2}^{2}+(1+\beta) x_{1} x_{2}
\end{array}\right.
$$

that is the operator is a QSO with the following coefficients

$$
p_{11,1}=1, \quad 2 p_{12,1}=1-\beta, \quad 2 p_{12,2}=1+\beta, \quad p_{22,2}=1
$$

Therefore, the operator (3.1) maps $S^{1}$ to itself if and only if $-1 \leq \beta \leq 1$ and under this condition it is a Volterra QSO. The Volterra QSOs deeply studied in $[9,11,12]$. Using the results of dynamics of Volterra QSOs one can easily show that

Theorem 1. The following statements are true for the QSO (3.2):
i) if $\beta=0$ then $V_{1}$ is the identity map;
ii) the vertexes $\mathbf{e}_{1}=(1,0)$ and $\mathbf{e}_{2}=(0,1)$ of the $S^{1}$ are fixed points;
iii) if $\beta<0$ then $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\mathbf{e}_{1}$ for any $\mathbf{x}^{(0)} \in S^{1} \backslash\left\{\mathbf{e}_{2}\right\}$;
iv) if $\beta>0$ then $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\mathbf{e}_{2}$ for any $\mathbf{x}^{(0)} \in S^{1} \backslash\left\{\mathbf{e}_{1}\right\}$.


Figure 1. SIS model of Code Red propagation (black color points) and actual Code Red propagation (white color points).

Remark 1. Figure 1 shows the (3.1) SIS model's trajectory of Code Red propagation (in black color points) when $N=350000, \beta=0.75, I=1$ (see [5]) $n=36$ hours and actual Code Red propagation (in white color points).

Remark 2. In [2] the operator (3.1) is considered as a transformation which mapping the set $\mathbb{R}_{+}^{2}=\left\{\mathbf{x} \in \mathbb{R}^{2}: x_{1} \geq 0, x_{2} \geq 0\right\}$ into itself. It is proven that the discrete time dynamical systems is the same as continuous analogue.

### 3.2 Discrete time SIR model with the number of nodes is a constant

The discrete version of (2.2) has the following form

$$
\left\{\begin{array}{l}
s_{n+1}=s_{n}-\beta s_{n} i_{n}, \\
i_{n+1}=i_{n}-\gamma i_{n}+\beta s_{n} i_{n}, \\
r_{n+1}=r_{n}+\gamma i_{n},
\end{array}\right.
$$

where $n$ is a non-negative integer number.
Consider an operator $V: \mathbb{R}_{+}^{3} \rightarrow \mathbb{R}_{+}^{3}, \mathbf{x}=\left(x_{1}, x_{2}, x_{3}\right) \rightarrow \mathbf{x}^{\prime}=V(\mathbf{x})=$ $\left(x_{1}^{\prime}, x_{2}^{\prime}, x_{3}^{\prime}\right)$ defined by

$$
V_{2}:\left\{\begin{array}{l}
x_{1}^{\prime}=x_{1}\left(1-\beta x_{2}\right)  \tag{3.3}\\
x_{2}^{\prime}=x_{2}\left(1-\gamma+\beta x_{1}\right) \\
x_{3}^{\prime}=x_{3}+\gamma x_{2}
\end{array}\right.
$$

where $x_{1}^{\prime}=s_{n+1}, x_{2}^{\prime}=i_{n+1}, x_{3}^{\prime}=r_{n+1}, x_{1}=s_{n}, x_{2}=i_{n}, x_{3}=r_{n}$ for a natural $n$.

Using $x_{1}+x_{2}+x_{3}=1$ one can rewrite the Equation (3.3) in the form

$$
\left\{\begin{array}{l}
x_{1}^{\prime}=x_{1}^{2}+(1-\beta) x_{1} x_{2}+x_{1} x_{3}  \tag{3.4}\\
x_{2}^{\prime}=(1-\gamma) x_{2}^{2}+(1-\gamma+\beta) x_{1} x_{2}+(1-\gamma) x_{2} x_{3} \\
x_{3}^{\prime}=\gamma x_{2}^{2}+x_{3}^{2}+\gamma x_{1} x_{2}+x_{1} x_{3}+(1+\gamma) x_{2} x_{3}
\end{array}\right.
$$

We consider QSO for the $m=3$ :

$$
\left\{\begin{array}{l}
x_{1}^{\prime}=p_{11,1} x_{1}^{2}+p_{22,1} x_{2}^{2}+p_{33,1} x_{3}^{2}+2 p_{12,1} x_{1} x_{2}+2 p_{13,1} x_{1} x_{3}+2 p_{23,1} x_{2} x_{3}  \tag{3.5}\\
x_{2}^{\prime}=p_{11,2} x_{1}^{2}+p_{22,2} x_{2}^{2}+p_{33,2} x_{3}^{2}+2 p_{12,2} x_{1} x_{2}+2 p_{13,2} x_{1} x_{3}+2 p_{23,2} x_{2} x_{3} \\
x_{3}^{\prime}=p_{11,3} x_{1}^{2}+p_{22,3} x_{2}^{2}+p_{33,3} x_{3}^{2}+2 p_{12,3} x_{1} x_{2}+2 p_{13,3} x_{1} x_{3}+2 p_{23,3} x_{2} x_{3}
\end{array}\right.
$$

From the Equations (3.4) and (3.5) we have the following relations:

$$
\begin{array}{clr}
p_{11,1}=1, & 2 p_{12,1}=1-\beta, & 2 p_{13,1}=1, \\
p_{11,2}=0, & 2 p_{12,2}=1-\gamma+\beta, & 2 p_{13,2}=0, \\
p_{11,3}=0, & 2 p_{12,3}=\gamma, & 2 p_{13,3}=1, \\
p_{22,1}=0, & 2 p_{23,1}=0, & p_{33,1}=0,  \tag{3.6}\\
p_{22,2}=1-\gamma, & 2 p_{23,2}=1-\gamma, & p_{33,2}=0, \\
p_{22,3}=\gamma, & 2 p_{23,3}=1+\gamma, & p_{33,3}=1 .
\end{array}
$$

Proposition 1. The operator (3.4) maps $S^{2}$ to itself if and only if

$$
\begin{equation*}
0 \leq \gamma \leq 1, \quad \gamma-1 \leq \beta \leq 1 \tag{3.7}
\end{equation*}
$$

Moreover, under condition (3.7) the operator (3.4) is a 1-Volterra QSO.
Proof. The proof consists solving of simple inequalities which are obtained from conditions (2.7) for $p_{i j, k}$ given by equalities (3.6).

Remark 3. In [2], the operator (2.2) is considered as a transformation which mapping mapping the set $\mathbb{R}_{+}^{3}=\left\{\mathbf{x} \in \mathbb{R}^{3}: x_{1} \geq 0, x_{2} \geq 0, x_{3} \geq 0\right\}$ into itself. It is showed that the discrete time dynamical systems is the same as continuous version.

It is evident that if $\beta=\gamma=0$ then $V_{2}$ is the identity map. For any parameters (3.7), the set $\Gamma_{\{2\}}=\left\{\mathbf{x} \in S^{2}: x_{2}=0\right\}$ consists from the fixed points of operator $V_{2}$.
I. Case $\beta=0, \gamma \neq 0$ : In this case, one has that

$$
x_{1}^{\prime}=x_{1}, \quad x_{2}^{\prime}=(1-\gamma) x_{2} \leq x_{2}, \quad x_{3}^{\prime}=x_{3}+\gamma x_{2} \geq x_{3} .
$$

Consequently, it follows

$$
x_{1}^{(n)}=x_{1}^{(0)}, \quad x_{2}^{(n)}=(1-\gamma)^{n} x_{2}^{(0)}, \quad x_{3}^{(n)} \geq x_{3}^{(n-1)}, \quad n=1,2, \ldots
$$

and existence of the following limits

$$
\lim _{n \rightarrow \infty} x_{1}^{(n)}=x_{1}^{(0)}, \quad \lim _{n \rightarrow \infty} x_{2}^{(n)}=0, \quad \lim _{n \rightarrow \infty} x_{3}^{(n)}=1-x_{1}^{(0)}
$$

Thus, $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\left(x_{1}^{(0)}, 0,1-x_{1}^{(0)}\right)$ for any $\mathbf{x}^{(0)} \in S^{2}$ with $x_{2}^{(0)}>0$.
II. a) Case $\beta>0, \gamma=0$ : In this case, one has that

$$
x_{1}^{\prime}=x_{1}\left(1-\beta x_{2}\right) \leq x_{1}, \quad x_{2}^{\prime}=x_{2}\left(1+\beta x_{1}\right) \geq x_{2}, \quad x_{3}^{\prime}=x_{3} .
$$

Therefore, we have

$$
x_{1}^{(n)} \leq x_{1}^{(n-1)}, \quad x_{2}^{(n)} \geq x_{2}^{(n-1)}, \quad x_{3}^{(n)}=x_{3}^{(0)}, \quad n=1,2, \ldots
$$

Since the sequence $x_{1}^{(n)}$ (resp. $x_{2}^{(n)}$ ) is a monotone decreasing (resp. increasing) bounded from the below (resp. above) it follows that $\lim _{n \rightarrow \infty} x_{1}^{(n)}=x_{1}^{*}$ (resp. $\lim _{n \rightarrow \infty} x_{2}^{(n)}=x_{2}^{*}$ ). Evidently that $\lim _{n \rightarrow \infty} x_{3}^{(n)}=x_{3}^{*}=x_{3}^{(0)}$. So, there is the limit $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\mathbf{x}^{*}$ and it should be a fixed point. Then one easily has that $\mathbf{x}^{*}=\left(0,1-x_{3}^{(0)}, x_{3}^{(0)}\right)$ for any $\mathbf{x}^{(0)} \in S^{2}$ with $x_{2}^{(0)}>0$.
b) Case $\beta<0, \gamma=0$ : In this case, one has that

$$
x_{1}^{\prime}=x_{1}\left(1-\beta x_{2}\right) \geq x_{1}, \quad x_{2}^{\prime}=x_{2}\left(1+\beta x_{1}\right) \leq x_{2}, \quad x_{3}^{\prime}=x_{3} .
$$

Therefore, we have

$$
x_{1}^{(n)} \geq x_{1}^{(n-1)}, \quad x_{2}^{(n)} \leq x_{2}^{(n-1)}, \quad x_{3}^{(n)}=x_{3}^{(0)}, \quad n=1,2, \ldots
$$

Since the sequence $x_{1}^{(n)}$ (resp. $x_{2}^{(n)}$ ) is a monotone increasing (resp. decreasing) bounded from the above (resp. below) it follows that $\lim _{n \rightarrow \infty} x_{1}^{(n)}=x_{1}^{*}$ (resp. $\lim _{n \rightarrow \infty} x_{2}^{(n)}=x_{2}^{*}$ ). It is clear that $\lim _{n \rightarrow \infty} x_{3}^{(n)}=x_{3}^{*}=x_{3}^{(0)}$. So, there is the limit $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\mathbf{x}^{*}$ and it should be a fixed point. Then one easily has that $\mathbf{x}^{*}=\left(1-x_{3}^{(0)}, 0, x_{3}^{(0)}\right)$ for any $\mathbf{x}^{(0)} \in S^{2}$ with $x_{2}^{(0)}>0$.
III. a) Case $\beta>0, \gamma \neq 0$ : In this case, it follows

$$
x_{1}^{\prime}=x_{1}\left(1-\beta x_{2}\right) \leq x_{1}, \quad x_{2}^{\prime}=x_{2}\left(1-\gamma+\beta x_{1}\right), \quad x_{3}^{\prime}=x_{3}+\gamma x_{2} \geq x_{3} .
$$

Therefore, one has

$$
x_{1}^{(n)} \leq x_{1}^{(n-1)}, \quad x_{2}^{(n)}=1-x_{1}^{(n)}-x_{2}^{(n)}, \quad x_{3}^{(n)} \geq x_{3}^{(n-1)}, \quad n=1,2, \ldots
$$

and it follows the existence of limits $\lim _{n \rightarrow \infty} x_{1}^{(n)}=x_{1}^{*}, \lim _{n \rightarrow \infty} x_{3}^{(n)}=x_{3}^{*}$ and $\lim _{n \rightarrow \infty} x_{2}^{(n)}=1-x_{1}^{*}-x_{3}^{*}$. So, there is the limit $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\mathbf{x}^{*}$. Since the limit point $\mathbf{x}^{*}$ should be a fixed point it follows that $x_{2}^{*}=0$. Thus $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\left(x_{1}^{*}, 0,1-x_{1}^{*}\right)$ for any $\mathbf{x}^{(0)} \in S^{2}$ with $x_{2}^{(0)}>0$.
b) Case $\beta<0, \gamma \neq 0$ : In this case, it follows

$$
x_{1}^{\prime}=x_{1}\left(1-\beta x_{2}\right) \geq x_{1}, \quad x_{2}^{\prime}=x_{2}\left(1-\gamma+\beta x_{1}\right) \leq x_{2}, \quad x_{3}^{\prime}=x_{3}+\gamma x_{2} \geq x_{3} .
$$

Therefore, one has

$$
x_{1}^{(n)} \geq x_{1}^{(n-1)}, \quad x_{2}^{(n)} \leq(1-\gamma) x_{2}^{(n-1)}, \quad x_{3}^{(n)} \geq x_{3}^{(0)}, \quad n=1,2, \ldots
$$

and it follows the existence of limits $\lim _{n \rightarrow \infty} x_{1}^{(n)}=x_{1}^{*}, \lim _{n \rightarrow \infty} x_{2}^{(n)}=0$ and $\lim _{n \rightarrow \infty} x_{3}^{(n)}=x_{3}^{*}$. So there is the limit $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\mathbf{x}^{*}$. Thus $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=$ $\left(x_{1}^{*}, 0,1-x_{1}^{*}\right)$ for any $\mathbf{x}^{(0)} \in S^{2}$ with $x_{2}^{(0)}>0$.

We have proved the following Theorem.
Theorem 2. For any $\mathbf{x}^{(0)} \in S^{2}$ the set limit points of trajectories of $Q S O$ defined by (3.3) and (3.7) has the form:

$$
\omega\left(\mathbf{x}^{(0)}\right)= \begin{cases}\left\{\left(x_{1}^{(0)}, 0,1-x_{1}^{(0)}\right)\right\}, & \text { if } \beta=0, \gamma \neq 0 \\ \left\{\left(0,1-x_{3}^{(0)}, x_{3}^{(0)}\right)\right\}, & \text { if } \beta>0, \gamma=0 \\ \left\{\left(1-x_{3}^{(0)}, 0, x_{3}^{(0)}\right)\right\}, & \text { if } \beta<0, \gamma=0, \\ \left\{\mathbf{x}^{*}\right\}, & \text { if } \beta \gamma \neq 0\end{cases}
$$



Figure 2. SIR model of Code Red propagation (black color points) and actual Code Red propagation (white color points).

Remark 4. Figure 2 shows the (3.3) SIR model's trajectory of Code Red propagation (in black color points) when $N=350000, \beta=0.75, I=1$, (see [5]) $\gamma=0.01, n=36$ hours and actual Code Red propagation (in white color points).

### 3.3 Discrete time SIR model with the number of nodes is a variable

The discrete version of (2.3) has the following form

$$
\left\{\begin{array}{l}
s_{n+1}=-\beta s_{n} i_{n}-(\alpha+\gamma) s_{n}+\alpha, \\
i_{n+1}=\beta s_{n} i_{n}-(\alpha+\gamma) i_{n} \\
r_{n+1}=\gamma\left(s_{n}+i_{n}\right)-\alpha r_{n}
\end{array}\right.
$$

where $n$ is a non-negative integer number.
Consider an operator $V: \mathbb{R}_{+}^{3} \rightarrow \mathbb{R}_{+}^{3}, \mathbf{x}=\left(x_{1}, x_{2}, x_{3}\right) \rightarrow \mathbf{x}^{\prime}=V(\mathbf{x})=$ $\left(x_{1}^{\prime}, x_{2}^{\prime}, x_{3}^{\prime}\right)$ defined by

$$
V_{3}:\left\{\begin{array}{l}
x_{1}^{\prime}=x_{1}\left(1-\beta x_{2}-\alpha-\gamma\right)+\alpha  \tag{3.8}\\
x_{2}^{\prime}=x_{2}\left(1+\beta x_{1}-\alpha-\gamma\right) \\
x_{3}^{\prime}=x_{3}(1-\gamma-\alpha)+\gamma
\end{array}\right.
$$

where $x_{1}^{\prime}=s_{n+1}, x_{2}^{\prime}=i_{n+1}, x_{3}^{\prime}=r_{n+1}, x_{1}=s_{n}, x_{2}=i_{n}, x_{3}=r_{n}$ for a natural $n$. Using $x_{1}+x_{2}+x_{3}=1$ we rewrite the operator (3.8) in the form

$$
\left\{\begin{align*}
& x_{1}^{\prime}=(1-\gamma) x_{1}^{2}+\alpha x_{2}^{2}+\alpha x_{3}^{2}+(1-\beta-\gamma+\alpha) x_{1} x_{2}+(1-\gamma+\alpha) x_{1} x_{3}  \tag{3.9}\\
&+2 \alpha x_{2} x_{3}, \\
& x_{2}^{\prime}=(1-\gamma-\alpha) x_{2}^{2}+(1-\gamma-\alpha+\beta) x_{1} x_{2}+(1-\gamma-\alpha) x_{2} x_{3}, \\
& x_{3}^{\prime}=\gamma x_{1}^{2}+\gamma x_{2}^{2}+(1-\alpha) x_{3}^{2}+2 \gamma x_{1} x_{2}+(1+\gamma-\alpha) x_{1} x_{3}+(1+\gamma-\alpha) x_{2} x_{3} .
\end{align*}\right.
$$

From the Equations (3.9) and (3.5) we have the following relations:

$$
\begin{array}{lll}
p_{11,1}=1-\gamma, & 2 p_{12,1}=1-\beta-\gamma+\alpha, & 2 p_{13,1}=1-\gamma+\alpha, \\
p_{11,2}=0, & 2 p_{12,2}=1-\gamma-\alpha+\beta, & 2 p_{13,2}=0, \\
p_{11,3}=\gamma, & 2 p_{12,3}=2 \gamma, & 2 p_{13,3}=1+\gamma-\alpha, \\
p_{22,1}=\alpha, & 2 p_{23,1}=2 \alpha, & p_{33,1}=\alpha, \\
p_{22,2}=1-\gamma-\alpha, & 2 p_{23,2}=1-\gamma-\alpha, & p_{33,2}=0, \\
p_{22,3}=\gamma, & 2 p_{23,3}=1+\gamma-\alpha, & p_{33,3}=1-\alpha .
\end{array}
$$

Proposition 2. The operator (3.9) maps $S^{2}$ to itself if and only if

$$
\begin{equation*}
0 \leq \gamma \leq 1, \quad 0 \leq \alpha \leq 1, \quad \alpha+\gamma-1 \leq \beta \leq 1-\gamma+\alpha \tag{3.10}
\end{equation*}
$$

Proof. The proof is similar to proof of Proposition 1.
Note that under condition (3.10) the operator $V_{3}$ is a non-Volterra QSO which is different from a $l$-Volterra QSO. Clearly that if $\alpha=\beta=\gamma=0$ then $V_{3}$ identity map.
I. a) Case $\alpha=\gamma=0, \beta>0$ : In this case, one has that the points of the sets $\Gamma_{\{1\}}=\left\{\mathbf{x} \in S^{2}: x_{1}=0\right\}$ and $\Gamma_{\{2\}}=\left\{\mathbf{x} \in S^{2}: x_{2}=0\right\}$ are fixed points of operator $V_{3}$. Further, we get

$$
x_{1}^{\prime}=x_{1}\left(1-\beta x_{2}\right) \leq x_{1}, \quad x_{2}^{\prime}=x_{2}\left(1+\beta x_{1}\right) \geq x_{2}, \quad x_{3}^{\prime}=x_{3} .
$$

Therefore, it follows that

$$
x_{1}^{(n)} \leq x_{1}^{(n-1)}, \quad x_{2}^{(n)} \geq x_{2}^{(n-1)}, \quad x_{3}^{(n)}=x_{3}^{(0)}, \quad n=1,2, \ldots
$$

and it follows the existence of limits $\lim _{n \rightarrow \infty} x_{1}^{(n)}=x_{1}^{*}, \lim _{n \rightarrow \infty} x_{2}^{(n)}=x_{2}^{*}$ and $\lim _{n \rightarrow \infty} x_{3}^{(n)}=x_{3}^{*}=x_{3}^{(0)}$. So, there is the limit $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\mathbf{x}^{*}$. Since the limit point $\mathbf{x}^{*}$ is a fixed point we have $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\left(0,1-x_{3}^{(0)}, x_{3}^{(0)}\right)$ for any $\mathbf{x}^{(0)} \in S^{2} \backslash \Gamma_{\{2\}}$.
b) Case $\alpha=\gamma=0, \beta<0$ : In this case, one has that the points of the sets $\Gamma_{\{1\}}=\left\{\mathbf{x} \in S^{2}: x_{1}=0\right\}$ and $\Gamma_{\{2\}}=\left\{\mathbf{x} \in S^{2}: x_{2}=0\right\}$ are fixed points of operator $V_{3}$. Further, we get

$$
x_{1}^{\prime}=x_{1}\left(1-\beta x_{2}\right) \geq x_{1}, \quad x_{2}^{\prime}=x_{2}\left(1+\beta x_{1}\right) \leq x_{2}, \quad x_{3}^{\prime}=x_{3} .
$$

Therefore, it follows that

$$
x_{1}^{(n)} \geq x_{1}^{(n-1)}, \quad x_{2}^{(n)} \leq x_{2}^{(n-1)}, \quad x_{3}^{(n)}=x_{3}^{(0)}, \quad n=1,2, \ldots
$$

and it follows the existence of limits $\lim _{n \rightarrow \infty} x_{1}^{(n)}=x_{1}^{*}, \lim _{n \rightarrow \infty} x_{2}^{(n)}=x_{2}^{*}$ and $\lim _{n \rightarrow \infty} x_{3}^{(n)}=x_{3}^{*}=x_{3}^{(0)}$. So, there is the limit $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\mathbf{x}^{*}$. Since the limit point $\mathbf{x}^{*}$ is a fixed point we have $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\left(1-x_{3}^{(0)}, 0, x_{3}^{(0)}\right)$ for any $\mathbf{x}^{(0)} \in S^{2} \backslash \Gamma_{\{1\}}$.
II. Case $\alpha=\beta=0, \gamma \neq 0$ : In this case, one has that the vertex $\mathbf{e}_{3}=(0,0,1)$ is a unique fixed point of operator $V_{3}$. Further, we get

$$
x_{1}^{\prime}=x_{1}(1-\gamma) \leq x_{1}, \quad x_{2}^{\prime}=x_{2}(1-\gamma) \leq x_{2}, \quad x_{3}^{\prime}=x_{3}+\gamma\left(1-x_{3}\right) .
$$

Therefore, it follows

$$
\lim _{n \rightarrow \infty} x_{i}^{(n+1)}=\lim _{n \rightarrow \infty}(1-\gamma) x_{i}^{(n)}=\lim _{n \rightarrow \infty}(1-\gamma)^{n+1} x_{i}^{(0)}, \quad i=1,2
$$

Consequently, there is $\lim _{n \rightarrow \infty} x_{3}^{(n)}=1$. Thus $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\mathbf{e}_{3}$ for any $\mathbf{x}^{(0)} \in S^{2}$.
III. Case $\beta=\gamma=0, \alpha \neq 0$ : In this case, one has that the vertex $\mathbf{e}_{1}=$ $(1,0,0)$ is a unique fixed points of operator $V_{3}$. Further, we get

$$
x_{1}^{\prime}=x_{1}+\alpha\left(1-x_{1}\right) \geq x_{1}, \quad x_{2}^{\prime}=x_{2}(1-\alpha) \leq x_{2}, \quad x_{3}^{\prime}=x_{3}(1-\alpha) \leq x_{3} .
$$

Therefore, it follows

$$
\lim _{n \rightarrow \infty} x_{i}^{(n+1)}=\lim _{n \rightarrow \infty}(1-\alpha) x_{i}^{(n)}=\lim _{n \rightarrow \infty}(1-\alpha)^{n+1} x_{i}^{(0)}, \quad i=2,3
$$

Hence, there is $\lim _{n \rightarrow \infty} x_{1}^{(n)}=1$. Thus, we have $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\mathbf{e}_{1}$ for any $\mathbf{x}^{(0)} \in S^{2}$.
IV. Case $\alpha=0, \beta>0, \gamma \neq 0$ : In this case, one has that the vertex $\mathbf{e}_{3}=(0,0,1)$ is a unique fixed points of operator $V_{3}$. Further, we get

$$
x_{1}^{\prime}=x_{1}\left(1-\beta x_{2}-\gamma\right) \leq x_{1}, \quad x_{2}^{\prime}=x_{2}\left(1+\beta x_{1}-\gamma\right), \quad x_{3}^{\prime}=(1-\gamma) x_{3}+\gamma
$$

Since the third equation of (3.8) is a linear transformation, it follows that

$$
\lim _{n \rightarrow \infty} x_{3}^{(n)}=\lim _{n \rightarrow \infty}\left((1-\gamma)^{n} x_{3}^{(0)}+\gamma \sum_{j=0}^{n-1}(1-\gamma)^{j}\right)=1
$$

Consequently, there exists $\lim _{n \rightarrow \infty}\left(x_{1}^{(n)}+x_{2}^{(n)}\right)=0$, i.e., $\lim _{n \rightarrow \infty} x_{1}^{(n)}=\lim _{n \rightarrow \infty} x_{2}^{(n)}=$ 0 . Thus $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\mathbf{e}_{3}$ for any $\mathbf{x}^{(0)} \in S^{2}$.

The same result can be obtained in the case $\alpha=0, \beta<0, \gamma \neq 0$.
V. Case $\beta=0, \alpha \gamma \neq 0$ : In this case, one has that the point $\widetilde{\mathbf{x}}=(\alpha /(\alpha+$ $\gamma), 0, \gamma /(\alpha+\gamma))$ is a unique fixed point of operator $V_{3}$. If $\alpha+\gamma=1$, then $V_{3}(\mathbf{x})=(\alpha, 0, \gamma)$ for any $\mathbf{x} \in S^{2}$.

Suppose $\alpha+\gamma \neq 1$, then we have

$$
x_{1}^{\prime}=x_{1}(1-\gamma-\alpha)+\alpha, \quad x_{2}^{\prime}=x_{2}(1-\gamma-\alpha), \quad x_{3}^{\prime}=x_{3}(1-\gamma-\alpha)+\gamma .
$$

As these equations define a linear transformation it follows there are the limits

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} x_{1}^{(n)}=\lim _{n \rightarrow \infty}\left((1-\gamma-\alpha)^{n} x_{1}^{(0)}+\alpha \sum_{j=0}^{n-1}(1-\gamma-\alpha)^{j}\right)=\widetilde{x}_{1}=\frac{\alpha}{\alpha+\gamma}, \\
& \lim _{n \rightarrow \infty} x_{2}^{(n)}=\lim _{n \rightarrow \infty}(1-\gamma-\alpha) x_{2}^{(n-1)}=\lim _{n \rightarrow \infty}(1-\gamma-\alpha)^{n} x_{2}^{(0)}=0, \\
& \lim _{n \rightarrow \infty} x_{3}^{(n)}=\lim _{n \rightarrow \infty}\left((1-\gamma-\alpha)^{n} x_{3}^{(0)}+\gamma \sum_{j=0}^{n-1}(1-\gamma-\alpha)^{j}\right)=\widetilde{x}_{3}=\frac{\gamma}{\alpha+\gamma} .
\end{aligned}
$$

Thus, $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\widetilde{\mathbf{x}}$ for any $\mathbf{x}^{(0)} \in S^{2}$.
VI. a) Case $\gamma=0, \beta<0, \alpha \neq 0$ : In this case, one has that the vertex $\mathbf{e}_{1}=(1,0,0)$ is the unique fixed point of operator $V_{3}$. We have
$x_{1}^{\prime}=x_{1}\left(1-\beta x_{2}-\alpha\right)+\alpha, \quad x_{2}^{\prime}=x_{2}\left(1+\beta x_{1}-\alpha\right) \leq x_{2}, \quad x_{3}^{\prime}=(1-\alpha) x_{3} \leq x_{3}$.
One has that $\lim _{n \rightarrow \infty} x_{2}^{(n)}=\lim _{n \rightarrow \infty} x_{3}^{(n)}=0$, i.e., $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\mathbf{e}_{1}$ for any $\mathbf{x}^{(0)} \in S^{2}$.
b) Case $\gamma=0, \beta>0, \alpha \neq 0$ : In this case, one has that the fixed points of operator $V_{3}$ are the vertex $\mathbf{e}_{1}=(1,0,0)$ and $\widehat{\mathbf{x}}=(\alpha / \beta,(\beta-\alpha) / \beta, 0)$ whenever $\alpha \leq \beta \leq 1+\alpha$. We have

$$
x_{1}^{\prime}=x_{1}\left(1-\beta x_{2}-\alpha\right)+\alpha, \quad x_{2}^{\prime}=x_{2}\left(1+\beta x_{1}-\alpha\right), \quad x_{3}^{\prime}=(1-\alpha) x_{3} \leq x_{3} .
$$

If $\beta \leq \alpha$ then $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\mathbf{e}_{1}, \forall \mathbf{x}^{(0)} \in S^{2}$ and if $\beta>\alpha$ then $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\widehat{\mathbf{x}}$ for any $\mathbf{x}^{(0)} \in S^{2}$.

The proof of these claims can be obtained from the results of the next case setting $\gamma=0$.
VII. a) Case $\alpha \gamma>0, \beta>0$ : In this case, one has that the third equation of (3.8) is a linear transformation. It follows that

$$
\lim _{n \rightarrow \infty} x_{3}^{(n)}=\lim _{n \rightarrow \infty}\left((1-\gamma-\alpha)^{n} x_{3}^{(0)}+\gamma \sum_{j=0}^{n-1}(1-\gamma-\alpha)^{j}\right)=x_{3}^{*}=\frac{\gamma}{\alpha+\gamma} .
$$

Evidently, the set $\Gamma_{\{2\}}$ is an invariant. So, for any $\mathbf{x}^{(0)} \in \Gamma_{\{2\}}$ we have

$$
\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\left(\frac{\alpha}{\alpha+\gamma}, 0, \frac{\gamma}{\alpha+\gamma}\right)
$$

Let $\beta \leq \alpha$, then $x_{2}^{\prime} \leq x_{2}$, consequently $x_{2}^{(n)} \leq x_{2}^{(n-1)}$, that is $\left\{x_{2}^{(n)}\right\}$ is a decreasing and bounded from the below sequence. Consequently, there exists $\lim _{n \rightarrow \infty} x_{2}^{(n)}=x_{2}^{*}$ and it follows existence of $\lim _{n \rightarrow \infty} x_{1}^{(n)}=x_{1}^{*}=1-x_{2}^{*}-x_{3}^{*}$. Therefore, $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\mathbf{x}^{*}$ for any $\mathbf{x}^{(0)} \in S^{2}$. Since the points

$$
\mathbf{y}=\left(\frac{\alpha}{\alpha+\gamma}, 0, \frac{\gamma}{\alpha+\gamma}\right), \quad \mathbf{z}=\left(\frac{\alpha+\gamma}{\beta}, \frac{\alpha \beta-(\alpha+\gamma)^{2}}{(\alpha+\gamma) \beta}, \frac{\gamma}{\alpha+\gamma}\right)
$$

are fixed points of operator $V_{3}$ and the limit point $\mathbf{x}^{*}$ should be a fixed point we get either $\mathbf{x}^{*}=\mathbf{y}$ or $\mathbf{x}^{*}=\mathbf{z}$. But using $0<\beta \leq \alpha$, one has

$$
\alpha \beta-(\alpha+\gamma)^{2} /(\alpha+\gamma) \beta<0
$$

So, the point $\mathbf{z}$ cannot be a fixed point and we get $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\mathbf{y}$ for a $\mathbf{x}^{(0)} \in S^{2}$.
Let $\beta>\alpha$. Then from $\lim _{n \rightarrow \infty} x_{3}^{(n)}=x_{3}^{*}$ it follows that for any $\varepsilon>0$, there is a natural $n_{0}$ such that for all $n>n_{0}$ it holds $x_{3}^{*}-\varepsilon<x_{3}^{(n)}<x_{3}^{*}+\varepsilon$. From the second equation of (3.8), we have

$$
\varphi\left(x_{2}^{(n)}\right)-\beta \varepsilon<x_{2}^{(n+1)}<\varphi\left(x_{2}^{(n)}\right)+\beta \varepsilon
$$

where $\varphi(x)=x\left(\beta(1-x)+1-\gamma-\alpha-\beta x_{3}^{*}\right)$.
Definition 3. Let $f: A \rightarrow A$ and $g: B \rightarrow B$ be two maps. $f$ and $g$ are called topologically conjugate if there exists a homeomorphism $h: A \rightarrow B$ such that, $h \circ f=g \circ h$.

Note that mappings which are topologically conjugate are completely equivalent in terms of their dynamics. In particular, $h$ gives a one-to-one correspondence between the set of limit points of $f$ and $g$.

Consider the function $\varphi(x)$. Taking $h(x)=a x+b$ one can see that the function $f(x)$ is topologically conjugate to the well-known logistic map $g(x)=$ $\mu x(1-x)$ with $\mu=1+\alpha \beta-(\alpha+\gamma)^{2} /(\alpha+\gamma)$.

Using $\beta>\alpha$ and (3.7) we have $\mu \in(0 ; 3)$. For the logistic map the following is known (see [8]): (i) if $\mu \in(0,1]$ then $g$ has an attracting unique fixed point $x=0$. The all trajectories will approach fixed point $x=0$; (ii) if $\mu \in(1,3)$ then $g$ has an attracting fixed point $\widetilde{x}=(\mu-1) / \mu$ and repelling fixed point $x=0$. The all trajectories (except when started at the fixed point) will approach to fixed point $\widetilde{x}$.

From this fact, by the conjugacy argument, it follows that if $\alpha \beta \leq(\alpha+\gamma)^{2}$ then all trajectories of $\varphi(x)$ started an initial point will approach fixed point $x=0$. If $\alpha \beta>(\alpha+\gamma)^{2}$ then all trajectories of $\varphi(x)$ started an initial point will approach fixed point

$$
\widehat{x}=\left(\alpha \beta-(\alpha+\gamma)^{2}\right) /((\alpha+\gamma) \beta) .
$$

Thus $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\mathbf{z}$ for any $\mathbf{x}^{(0)} \in S^{2} \backslash\left(\Gamma_{\{1\}} \cup \Gamma_{\{2\}}\right)$.
b) Case $\alpha \gamma>0, \beta<0$ : In this case, one has that the third equation of (3.8) is a linear transformation. It follows that

$$
\lim _{n \rightarrow \infty} x_{3}^{(n)}=\lim _{n \rightarrow \infty}\left((1-\gamma-\alpha)^{n} x_{3}^{(0)}+\gamma \sum_{j=0}^{n-1}(1-\gamma-\alpha)^{j}\right)=x_{3}^{*}=\frac{\gamma}{\alpha+\gamma} .
$$

As in the above case the set $\Gamma_{\{2\}}$ is an invariant and for a $\mathbf{x}^{(0)} \in \Gamma_{\{2\}}$, we have

$$
\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\left(\frac{\alpha}{\alpha+\gamma}, 0, \frac{\gamma}{\alpha+\gamma}\right)
$$

It is clear that $x_{2}^{\prime} \leq x_{2}$, consequently $x_{2}^{(n)} \leq x_{2}^{(n-1)}$, that is $\left\{x_{2}^{(n)}\right\}$ is a decreasing and bounded from the below sequence. Consequently, there exists $\lim _{n \rightarrow \infty} x_{2}^{(n)}=x_{2}^{*}$ and it follows existence of $\lim _{n \rightarrow \infty} x_{1}^{(n)}=x_{1}^{*}=1-x_{2}^{*}-x_{3}^{*}$. Therefore, $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\mathbf{x}^{*}$ for any $\mathbf{x}^{(0)} \in S^{2}$.

Since the point $\mathbf{y}=\left(\frac{\alpha}{\alpha+\gamma}, 0, \frac{\gamma}{\alpha+\gamma}\right)$ is a fixed points of operator $V_{3}$ and the limit point $\mathbf{x}^{*}$ should be a fixed point, so we get $\mathbf{x}^{*}=\mathbf{y}$. Thus, we obtain $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\mathbf{y}$ for any $\mathbf{x}^{(0)} \in S^{2} \backslash\left(\Gamma_{\{1\}} \cup \Gamma_{\{2\}}\right)$.

Thus, independently on parameters $\alpha, \beta, \gamma$ and initial point $\mathbf{x}^{(0)} \in S^{2}$ the limit of trajectory exists. Summarizing the results of cases I-VII, we obtain
Theorem 3. For any $\mathbf{x}^{(0)} \in S^{2}$ and for the $Q S O$ (3.8) with parameters (3.10) we have

$$
\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}= \begin{cases}\left(0,1-x_{3}^{(0)}, x_{3}^{(0)}\right), & \text { if } \alpha=\gamma=0, \beta>0 \\ \left(1-x_{3}^{(0)}, 0, x_{3}^{(0)}\right), & \text { if } \alpha=\gamma=0, \beta<0 \\ \mathbf{e}_{3}, & \text { if } \alpha=\beta=0, \gamma \neq 0, \\ \mathbf{e}_{1}, & \text { if } \beta=\gamma=0, \alpha \neq 0, \\ \mathbf{e}_{3}, & \text { if } \alpha=0, \beta \gamma \neq 0, \\ \widetilde{\mathbf{x}}, & \text { if } \beta=0, \alpha \gamma \neq 0, \\ \mathbf{e}_{1}, & \text { if } \gamma=0, \alpha \beta \neq 0, \beta \leq \alpha, \\ \widehat{\mathbf{x}}, & \text { if } \gamma=0, \alpha \beta \neq 0, \beta>\alpha, \\ \mathbf{y}, & \text { if } \alpha \beta \gamma \neq 0, \beta \leq \alpha, \\ \mathbf{y}, & \text { if } \alpha \beta \gamma \neq 0, \beta>\alpha, \alpha \beta \leq(\alpha+\gamma)^{2}, \\ \mathbf{z}, & \text { if } \alpha \beta \gamma \neq 0, \beta>\alpha, \alpha \beta>(\alpha+\gamma)^{2} .\end{cases}
$$



Figure 3. SIR model of Code Red propagation (black color points) and actual Code Red propagation (white color points).

Remark 5. Figure 3 shows the (3.8) SIR model's trajectory of Code Red propagation (in black color points) when $N=350000, \beta=0.75, I=1$ (see [5]), $\gamma=0.001, \alpha=0.4, n=36$ hours and actual Code Red propagation (in white color points).

## 4 Discrete time PSIDR model

Let us consider discrete time analogues of the PSIDR models of worm propagation. As in the above we make some relations with $p_{i j, k}$ we find conditions on parameters of models (operators) rewriting them in the form (2.6).

Let us fix a natural number $t$ and for any natural $n$ the discrete versions of the models (2.4), (2.5) has the following form

$$
\left\{\begin{array}{l}
s_{n+1}=s_{n}-\beta s_{n} i_{n}-\mathbf{1}_{\{n \geq t\}} \mu s_{n}, \\
i_{n+1}=i_{n}+\beta s_{n} i_{n}-\mathbf{1}_{\{n \geq t\}} \mu i_{n}, \\
d_{n+1}=\mathbf{1}_{\{n \geq t\}}\left((1-\delta) d_{n}+\mu i_{n}\right), \\
r_{n+1}=\mathbf{1}_{\{n \geq t\}}\left(r_{n}+\delta d_{n}+\mu s_{n}\right),
\end{array}\right.
$$

where $n, m$ are non-negative integer numbers and $\mathbf{1}_{\{n \geq t\}}=0($ resp. $=1)$ if $n<t$ (resp. $n \geq t$ ).

Consider an operator $V: \mathbb{R}_{+}^{4} \rightarrow \mathbb{R}_{+}^{4}, \mathbf{x}^{(n)}=\left(x_{1}^{(n)}, x_{2}^{(n)}, x_{3}^{(n)}, x_{4}^{(n)}\right) \rightarrow$ $\mathbf{x}^{(n+1)}=V(\mathbf{x})=\left(x_{1}^{(n+1)}, x_{2}^{(n+1)}, x_{3}^{(n+1)}, x_{4}^{(n+1)}\right)$ defined by

$$
V_{4}:\left\{\begin{array}{l}
x_{1}^{(n+1)}=x_{1}^{(n)}\left(1-\beta x_{2}^{(n)}-\mathbf{1}_{\{n \geq t\}} \mu\right), \\
x_{2}^{(n+1)}=x_{2}^{(n)}\left(1+\beta x_{1}^{(n)}-\mathbf{1}_{\{n \geq t\}} \mu\right), \\
x_{3}^{(n+1)}=\mathbf{1}_{\{n \geq t\}}\left(x_{3}^{(n)}(1-\delta)+\mu x_{2}^{(n)}\right), \\
x_{4}^{(n+1)}=\mathbf{1}_{\{n \geq t\}}\left(x_{4}^{(n)}+\delta x_{3}^{(n)}+\mu x_{1}\right),
\end{array}\right.
$$

where $x_{1}^{(n+1)}=s_{n+1}, x_{2}^{(n+1)}=i_{n+1}, x_{3}^{(n+1)}=d_{n+1}, x_{4}^{(n+1)}=r_{n+1}, x_{1}^{(n)}=$ $s_{n}, x_{2}^{(n)}=i_{n}, x_{3}^{(n)}=d_{n}, x_{4}^{(n)}=r_{n}$. Using the notation $x_{1}^{\prime}=x_{1}^{(n+1)}, x_{2}^{\prime}=$ $x_{2}^{(n+1)}, x_{3}^{\prime}=x_{3}^{(n+1)}, x_{4}^{\prime}=x_{4}^{(n+1)}, x_{1}=x_{1}^{(n)}, x_{2}=x_{2}^{(n)}, x_{3}=x_{3}^{(n)}, x_{4}=x_{4}^{(n)}$ we have

$$
V_{4}:\left\{\begin{array}{l}
x_{1}^{\prime}=x_{1}\left(1-\beta x_{2}-\mathbf{1}_{\{n \geq t\}} \mu\right),  \tag{4.1}\\
x_{2}^{\prime}=x_{2}\left(1+\beta x_{1}-\mathbf{1}_{\{n \geq t\}} \mu\right), \\
x_{3}^{\prime}=\mathbf{1}_{\{n \geq t\}}\left(x_{3}(1-\delta)+\mu x_{2}\right), \\
x_{4}^{\prime}=\mathbf{1}_{\{n \geq t\}}\left(x_{4}+\delta x_{3}+\mu x_{1}\right) .
\end{array}\right.
$$

For $n=0, \ldots, m-1$ the operator $V_{4}$ coincides with $V_{1}$ (see (3.1)) and when $n \geq t$ using $x_{1}+x_{2}+x_{3}+x_{4}=1$ we rewrite the operator (4.1) in the form

$$
\left\{\begin{align*}
x_{1}^{\prime}= & (1-\mu) x_{1}^{2}+(1-\beta-\mu) x_{1} x_{2}+(1-\mu) x_{1} x_{3}+(1-\mu) x_{1} x_{4},  \tag{4.2}\\
x_{2}^{\prime} & =(1-\mu) x_{2}^{2}+(1+\beta-\mu) x_{1} x_{2}+(1-\mu) x_{2} x_{3}+(1-\mu) x_{2} x_{4} \\
x_{3}^{\prime}= & \mu x_{2}^{2}+(1-\delta) x_{3}^{2}+\mu x_{1} x_{2}+(1-\delta) x_{1} x_{3}+(1-\delta+\mu) x_{2} x_{3} \\
& +\mu x_{2} x_{4}+(1-\delta+\mu) x_{3} x_{4}, \\
x_{4}^{\prime}= & \mu x_{1}^{2}+\delta x_{3}^{2}+x_{4}^{2}+\mu x_{1} x_{2}+(\mu+\delta) x_{1} x_{3}+(1+\mu) x_{1} x_{4} \\
& +\delta x_{2} x_{3}+x_{2} x_{4}+(1+\delta) x_{3} x_{4} .
\end{align*}\right.
$$

From the Eqs. (2.6), when $m=4$ and (4.2), we have the following relations:

$$
p_{11,1}=1-\mu, \quad p_{22,1}=0, \quad p_{33,1}=0, \quad p_{44,1}=0
$$

$$
\begin{array}{rlrl}
p_{11,2} & =0, & p_{22,2} & =1-\mu, \\
p_{11,3} & =0, & p_{33,2} & =0, \\
p_{12,4} & =\mu, & p_{33,3}=1-\delta, & p_{44,2}=0, \\
2 p_{12,1} & =1-\beta-\mu, & 2 p_{13,4}=1-\mu, & 2 p_{14,1}=1-\mu, \\
2 p_{12,2} & =1+\beta-\mu, & 2 p_{13,2}=0, & 2 p_{14,2}=0, \\
2 p_{12,3} & =\mu, & 2 p_{13,3}=1-\delta, & 2 p_{14,3}=0, \\
2 p_{12,4} & =\mu, & 2 p_{13,4}=\mu+\delta, & 2 p_{14,4}=1+\mu, \\
2 p_{23,1} & =0, & 2 p_{24,1}=0, & 2 p_{34,1}=0, \\
2 p_{23,2} & =1-\mu, & 2 p_{24,2}=1-\mu, & 2 p_{34,2}=0, \\
2 p_{23,3} & =1+\mu-\delta, & 2 p_{34,3}=1-\delta, & 2 p_{14,3}=0, \\
2 p_{23,4} & =\delta, & 2 p_{24,4}=1, & 2 p_{34,4}=1+\delta, \\
& & & \\
\end{array}
$$

Proposition 3. The operator (4.2) maps $S^{3}$ to itself if and only if

$$
\begin{equation*}
0 \leq \mu \leq 1, \quad 0 \leq \delta \leq 1, \quad \mu-1 \leq \beta \leq 1-\mu \tag{4.3}
\end{equation*}
$$

Proof. The proof is similar to proof of Proposition 1.
Note under condition (4.3) the operator (4.2) is a non-Volterra QSO. It is clear that if $\mu=\delta=\beta=0$, then the operator (4.1) is the identity map.

Theorem 4. For any $\mathbf{x}^{(0)} \in S^{3}$ the set $\omega\left(\mathbf{x}^{(0)}\right)$ of trajectories of QSO defined by (4.1) and (4.3) has the form:

$$
\omega\left(\mathbf{x}^{(0)}\right)= \begin{cases}\left\{\left(0,1-x_{3}^{(0)}-x_{4}^{(0)}, x_{3}^{(0)}, x_{4}^{(0)}\right)\right\}, & \text { if } \mu=\delta=0, \beta>0, \\ \left\{\left(1-x_{3}^{(0)}-x_{4}^{(0)}, 0, x_{3}^{(0)}, x_{4}^{(0)}\right)\right\}, & \text { if } \mu=\delta=0, \beta<0, \\ \left\{\left(x_{1}^{(0)}, x_{2}^{(0)}, 0,1-x_{1}^{(0)}-x_{2}^{(0)}\right)\right\}, & \text { if } \mu=\beta=0, \delta \neq 0, \\ \left\{\left(0,0, x_{3}^{*}, 1-x_{3}^{*}\right)\right\}, & \text { if } \beta=\delta=0, \mu \neq 0, \\ \left\{\left(0, x_{2}^{*}, 0,1-x_{2}^{*}\right)\right\}, & \text { if } \mu=0, \delta \neq 0, \beta>0, \\ \left\{\left(x_{1}^{*}, 0,0,1-x_{1}^{*}\right)\right\}, & \text { if } \mu=0, \delta \neq 0, \beta<0, \\ \left\{\left(0,0, \widehat{x}_{3}, 1-\widehat{x}_{3}\right)\right\}, & \text { if } \delta=0, \mu \beta \neq 0 \\ \left\{\mathbf{e}_{4}\right\}, & \text { if } \mu \delta \neq 0 .\end{cases}
$$

Proof. We consider all possible cases.
I. a) Case $\mu=\delta=0, \beta>0$ : In this case, one has that the points of the sets $\Gamma_{\{1\}}=\left\{\mathbf{x} \in S^{3}: x_{1}=0\right\}$ and $\Gamma_{\{2\}}=\left\{\mathbf{x} \in S^{3}: x_{2}=0\right\}$ are fixed points of operator $V_{4}$. Further, we get

$$
x_{1}^{\prime}=x_{1}\left(1-\beta x_{2}\right) \leq x_{1}, x_{2}^{\prime}=x_{2}\left(1+\beta x_{1}\right) \geq x_{2}, x_{3}^{\prime}=x_{3}, x_{4}^{\prime}=x_{4} .
$$

It is clear that $\lim _{n \rightarrow \infty} x_{i}^{(n)}=x_{i}^{*}=x_{i}^{(0)}, \quad i=3,4$. Also, it follows that $x_{1}^{(n)} \leq$ $x_{1}^{(n-1)}$ and $x_{2}^{(n)} \geq x_{2}^{(n-1)}$ for $n=1,2, \ldots$ As $\left\{x_{1}^{(n)}\right\}$ is a bounded from the below decreasing sequence and $\left\{x_{2}^{(n)}\right\}$ is a bounded from the above increasing sequence, we obtain there exist $\lim _{n \rightarrow \infty} x_{1}^{(n)}=x_{1}^{*}$ and $\lim _{n \rightarrow \infty} x_{2}^{(n)}=x_{2}^{*}$. Since
the limit point $\mathbf{x}^{*}=\left(x_{1}^{*}, x_{2}^{*}, x_{3}^{*}, x_{4}^{*}\right)$ should be a fixed point, it follows that $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\left(0,1-x_{3}^{(0)}-x_{4}^{(0)}, x_{3}^{(0)}, x_{4}^{(0)}\right)$ for any $\mathbf{x}^{(0)} \in S^{3}$ with $x_{2}^{(0)}>0$.
b) Case $\mu=\delta=0, \beta<0$ : In this case, also one has that the points of the sets $\Gamma_{\{1\}}=\left\{\mathbf{x} \in S^{3}: x_{1}=0\right\}$ and $\Gamma_{\{2\}}=\left\{\mathbf{x} \in S^{3}: x_{2}=0\right\}$ are fixed points of operator $V_{4}$. Further, we get

$$
x_{1}^{\prime}=x_{1}\left(1-\beta x_{2}\right) \geq x_{1}, x_{2}^{\prime}=x_{2}\left(1+\beta x_{1}\right) \leq x_{2}, x_{3}^{\prime}=x_{3}, x_{4}^{\prime}=x_{4} .
$$

It is clear that $\lim _{n \rightarrow \infty} x_{i}^{(n)}=x_{i}^{*}=x_{i}^{(0)}, \quad i=3,4$. Also, it follows that $x_{1}^{(n)} \leq$ $x_{1}^{(n-1)}$ and $x_{2}^{(n)} \geq x_{2}^{(n-1)}$ for $n=1,2, \ldots$.

As $\left\{x_{1}^{(n)}\right\}$ is a bounded from the above increasing sequence and $\left\{x_{2}^{(n)}\right\}$ is a bounded from below decreasing the sequence we obtain there exist $\lim _{n \rightarrow \infty} x_{1}^{(n)}=$ $x_{1}^{*}$ and $\lim _{n \rightarrow \infty} x_{2}^{(n)}=x_{2}^{*}$. Since the limit point $\mathbf{x}^{*}=\left(x_{1}^{*}, x_{2}^{*}, x_{3}^{*}, x_{4}^{*}\right)$ should be a fixed point, it follows that $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\left(1-x_{3}^{(0)}-x_{4}^{(0)}, 0, x_{3}^{(0)}, x_{4}^{(0)}\right)$ for any $\mathbf{x}^{(0)} \in S^{3}$ with $x_{1}^{(0)}>0$. Thus we have proved following Proposition.
Proposition 4. Let $\mu=\delta=0$ then for any $\mathbf{x}^{(0)} \in S^{3}$ it holds

$$
\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}= \begin{cases}\left(0,1-x_{3}^{(0)}-x_{4}^{(0)}, x_{3}^{(0)}, x_{4}^{(0)}\right), & \text { if } \beta>0, \\ \left(1-x_{3}^{(0)}-x_{4}^{(0)}, 0, x_{3}^{(0)}, x_{4}^{(0)}\right), & \text { if } \beta<0 .\end{cases}
$$

II. Case $\mu=\beta=0, \delta \neq 0$ : In this case, one has that the points of the set $\Gamma_{\{3\}}=\left\{\mathbf{x} \in S^{3}: x_{3}=0\right\}$ are fixed points of operator $V_{4}$. We have

$$
x_{1}^{\prime}=x_{1}, \quad x_{2}^{\prime}=x_{2}, \quad x_{3}^{\prime}=(1-\delta) x_{3}, \quad x_{4}^{\prime}=x_{4}+\delta x_{3} .
$$

So, $\lim _{n \rightarrow \infty} x_{i}^{(n)}=x_{i}^{(0)}, i=1,2$ and it follows $x_{4}^{(n)} \geq x_{4}^{(n-1)}$ for $n=1,2, \ldots$.
As $\left\{x_{4}^{(n)}\right\}$ is an increasing and bounded from the above sequence one has there exists $\lim _{n \rightarrow \infty} x_{4}^{(n)}=x_{4}^{*}$. Further,

$$
\lim _{n \rightarrow \infty} x_{3}^{(n)}=\lim _{n \rightarrow \infty}(1-\delta) x_{3}^{(n-1)}=\lim _{n \rightarrow \infty}(1-\delta)^{n} x_{3}^{(0)}=0
$$

Since the limit point $\mathbf{x}^{*}=\left(x_{1}^{(0)}, x_{2}^{(0)}, 0, x_{4}^{*}\right)$ should be a fixed point, it follows that $x_{4}^{*}=1-x_{1}^{(0)}-x_{2}^{(0)}$, that is $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\left(x_{1}^{(0)}, x_{2}^{(0)}, 0,1-x_{1}^{(0)}-x_{2}^{(0)}\right)$ for any $\mathbf{x}^{(0)} \in S^{3}$ with $x_{3}^{(0)}>0$. Thus, we have proved following Proposition.
Proposition 5. If $\mu=\beta=0, \delta \neq 0$, then $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\left(x_{1}^{(0)}, x_{2}^{(0)}, 0,1-x_{1}^{(0)}-\right.$ $\left.x_{2}^{(0)}\right)$ for any $\mathbf{x}^{(0)} \in S^{3}$ with $x_{3}^{(0)}>0$.
III. Case $\beta=\delta=0, \mu \neq 0$ : In this case, it's easy to see that the points of the set $\Gamma_{\{12\}}=\left\{\mathbf{x} \in S^{3}: x_{1}=x_{2}=0\right\}$ are fixed points of operator $V_{4}$. One has

$$
\begin{aligned}
& x_{1}^{\prime}=x_{1}(1-\mu) \leq x_{1}, \quad x_{2}^{\prime}=x_{2}(1-\mu) \leq x_{2}, \\
& x_{3}^{\prime}=x_{3}+\mu x_{2} \geq x_{3}, \quad x_{4}^{\prime}=x_{4}+\mu x_{1} \geq x_{4} .
\end{aligned}
$$

Moreover, it follows

$$
\lim _{n \rightarrow \infty} x_{i}^{(n)}=\lim _{n \rightarrow \infty}(1-\mu) x_{i}^{(n-1)}=\lim _{n \rightarrow \infty}(1-\mu)^{n} x_{i}^{(0)}=0, \quad i=1,2
$$

Also we get that the sequences $\left\{x_{3}^{(n)}\right\},\left\{x_{4}^{(n)}\right\}$ are increasing and bounded from the above sequences. Therefore, there are the limits $\lim _{n \rightarrow \infty} x_{i}^{(n)}=x_{i}^{*}, \quad i=$ 3,4 . Since the limit point $\mathbf{x}^{*}=\left(0,0, x_{3}^{*}, x_{4}^{*}\right)$ should be a fixed point, it follows that $x_{4}^{*}=1-x_{3}^{*}$, that is $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\left(0,0, x_{3}^{*}, 1-x_{3}^{*}\right)$ for any $\mathbf{x}^{(0)} \in S^{3}$ with either $x_{1}^{(0)}>0$ or $x_{2}^{(0)}>0$. Thus we have proved following Proposition.

Proposition 6. If $\beta=\delta=0, \mu \neq 0$, then $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\left(0,0, x_{3}^{*}, 1-x_{3}^{*}\right)$ for any $\mathbf{x}^{(0)} \in S^{3}$ with either $x_{1}^{(0)}>0$ or $x_{2}^{(0)}>0$.
IV. a) Case $\mu=0, \delta \neq 0, \beta>0$ : In this case, one has that the points of the sets $\Gamma_{\{13\}}=\left\{\mathbf{x} \in S^{3}: x_{1}=x_{3}=0\right\}$ and $\Gamma_{\{14\}}=\left\{\mathbf{x} \in S^{3}: x_{1}=x_{4}=0\right\}$ are fixed points of operator $V_{4}$. We have

$$
\begin{aligned}
& x_{1}^{\prime}=x_{1}\left(1-\beta x_{2}\right) \leq x_{1}, \quad x_{2}^{\prime}=x_{2}\left(1+\beta x_{1}\right) \geq x_{2} \\
& x_{3}^{\prime}=x_{3}(1-\delta) \leq x_{3}, \quad x_{4}^{\prime}=x_{4}+\delta x_{3} \geq x_{4}
\end{aligned}
$$

Therefore, it follows that $\left\{x_{1}^{(n)}\right\},\left\{x_{3}^{(n)}\right\}$ are bounded from the below decreasing sequences and $\left\{x_{2}^{(n)}\right\},\left\{x_{4}^{(n)}\right\}$ are bounded from the above increasing sequences. Consequently, there are the limits $\lim _{n \rightarrow \infty} x_{i}^{(n)}=x_{i}^{*}, \quad i=1,2,3,4$. Since the limit point $\mathbf{x}^{*}=\left(x_{1}^{*}, x_{2}^{*}, x_{3}^{*}, x_{4}^{*}\right)$ should be a fixed point, it follows that $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=$ $\left(0, x_{2}^{*}, 0,1-x_{2}^{*}\right)$ for any $\mathbf{x}^{(0)} \in S^{3} \backslash\left(\Gamma_{\{13\}} \cup \Gamma_{\{14\}}\right)$.
b) Case $\mu=0, \delta \neq 0, \beta<0$ : In this case, also the points of the sets $\Gamma_{\{13\}}=\left\{\mathbf{x} \in S^{3}: x_{1}=x_{3}=0\right\}$ and $\Gamma_{\{14\}}=\left\{\mathbf{x} \in S^{3}: x_{1}=x_{4}=0\right\}$ are fixed points of operator $V_{4}$. We have

$$
\begin{aligned}
& x_{1}^{\prime}=x_{1}\left(1-\beta x_{2}\right) \geq x_{1}, \quad x_{2}^{\prime}=x_{2}\left(1+\beta x_{1}\right) \leq x_{2}, \\
& x_{3}^{\prime}=x_{3}(1-\delta) \leq x_{3}, \quad x_{4}^{\prime}=x_{4}+\delta x_{3} \geq x_{4}
\end{aligned}
$$

Therefore, it follows that $\left\{x_{1}^{(n)}\right\},\left\{x_{4}^{(n)}\right\}$ are bounded from the above increasing sequences and $\left\{x_{2}^{(n)}\right\},\left\{x_{3}^{(n)}\right\}$ are bounded from the below decreasing sequences. Consequently, there are the limits $\lim _{n \rightarrow \infty} x_{i}^{(n)}=x_{i}^{*}, \quad i=1,2,3,4$. Since the limit point $\mathbf{x}^{*}=\left(x_{1}^{*}, x_{2}^{*}, x_{3}^{*}, x_{4}^{*}\right)$ should be a fixed point it follows that $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=$ $\left(x_{1}^{*}, 0,0,1-x_{1}^{*}\right)$ for any $\mathbf{x}^{(0)} \in S^{3} \backslash\left(\Gamma_{\{13\}} \cup \Gamma_{\{14\}}\right)$. Thus, we have

Proposition 7. Let $\mu=0, \delta \neq 0$, then for any $\mathbf{x}^{(0)} \in S^{3}$ it holds

$$
\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}= \begin{cases}\left(0, x_{2}^{*}, 0,1-x_{2}^{*}\right), & \text { if } \beta>0 \\ \left(x_{1}^{*}, 0,0,1-x_{1}^{*}\right), & \text { if } \beta<0\end{cases}
$$

V. Case $\delta=0, \mu \neq 0, \beta>0$ : In this case, one has that the points of the set $\Gamma_{\{12\}}=\left\{\mathbf{x} \in S^{3}: x_{1}=x_{2}=0\right\}$ are fixed points of operator $V_{4}$. We have

$$
\begin{aligned}
& x_{1}^{\prime}=x_{1}\left(1-\beta x_{2}-\mu\right) \geq x_{1}, \quad x_{2}^{\prime}=x_{2}\left(1+\beta x_{1}-\mu\right), \\
& x_{3}^{\prime}=x_{3}+\mu x_{2} \geq x_{3}, \quad x_{4}^{\prime}=x_{4}+\mu x_{1} \geq x_{4} .
\end{aligned}
$$

So, it follows that $\left\{x_{3}^{(n)}\right\},\left\{x_{4}^{(n)}\right\}$ are bounded from the above increasing sequences. Hence, there are the limits $\lim _{n \rightarrow \infty} x_{i}^{(n)}=\widehat{x}_{i}, i=3,4$. One has that
$\lim _{n \rightarrow \infty}\left(x_{1}^{(n)}+x_{2}^{(n)}\right)=\lim _{n \rightarrow \infty}(1-\mu)\left(x_{1}^{(n-1)}+x_{2}^{(n-1)}\right)=\lim _{n \rightarrow \infty}(1-\mu)^{n}\left(x_{1}^{(0)}+x_{2}^{(0)}\right)=0$, that is $\lim _{n \rightarrow \infty} x_{1}^{(n)}=\lim _{n \rightarrow \infty}=x_{2}^{(n)}=0$. Thus, $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\left(0,0, \widehat{x}_{3}, 1-\widehat{x}_{3}\right)$ for any $\mathbf{x}^{(0)} \in S^{3} \backslash \Gamma_{\{12\}}$.

The same result can be obtained in the case $\delta=0, \mu \neq 0, \beta<0$. Thus, we have proved following Proposition.

Proposition 8. If $\delta=0, \mu \neq 0$, then $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\left(0,0, \widehat{x}_{3}, 1-\widehat{x}_{3}\right)$ for any $\mathbf{x}^{(0)} \in S^{3} \backslash \Gamma_{\{12\}}$.
VI. a) Case $\mu \delta \neq 0, \beta=0$ : In this case, it is easy to verify that the vertex $\mathbf{e}_{4}=(0,0,0,1)$ is a unique fixed point of operator $V_{4}$. One has

$$
\begin{aligned}
& x_{1}^{\prime}=x_{1}(1-\mu) \leq x_{1}, \quad x_{2}^{\prime}=x_{2}(1-\mu) \leq x_{2} \\
& x_{3}^{\prime}=(1-\delta) x_{3}+\mu x_{2}, \quad x_{4}^{\prime}=x_{4}+\delta x_{3}+\mu x_{1} \geq x_{4} .
\end{aligned}
$$

Hence, $\left\{x_{4}^{(n)}\right\}$ is an increasing and bounded from the above sequence. Consequently, there is the limit $\lim _{n \rightarrow \infty} x_{4}^{(n)}=x_{4}^{*}$. We have

$$
\lim _{n \rightarrow \infty} x_{i}^{(n)}=\lim _{n \rightarrow \infty}(1-\mu) x_{i}^{(n-1)}=\lim _{n \rightarrow \infty}(1-\mu)^{n} x_{i}^{(0)}=0, \quad i=1,2 .
$$

Hence, there is the limit $\lim _{n \rightarrow \infty} x_{3}^{(n)}=1-x_{4}^{*}$. Since the limit point $\mathbf{x}^{*}=(0,0,1-$ $\left.x_{4}^{*}, x_{4}^{*}\right)$ should be a fixed point, it follows that $x_{4}^{*}=1$, that is $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\mathbf{e}_{4}$ for any $\mathbf{x}^{(0)} \in S^{3}$.
b) Case $\mu \delta \neq 0, \beta>0$ : In this case, it is easy to verify that the vertex $\mathbf{e}_{4}=(0,0,0,1)$ is a unique fixed point of operator $V_{4}$. One has

$$
\begin{aligned}
& x_{1}^{\prime}=x_{1}\left(1-\beta x_{2}-\mu\right) \geq x_{1}, \quad x_{2}^{\prime}=x_{2}\left(1+\beta x_{1}-\mu\right), \\
& x_{3}^{\prime}=(1-\delta) x_{3}+\mu x_{2}, \quad x_{4}^{\prime}=x_{4}+\delta x_{3}+\mu x_{1} \geq x_{4} .
\end{aligned}
$$

Hence it follows that the sequence $\left\{x_{4}^{(n)}\right\}$ is a bounded from the above increasing sequence. Therefore there exits the limits $\lim _{n \rightarrow \infty} x_{4}^{(n)}=x_{4}^{*}$. It easy to check that

$$
\lim _{n \rightarrow \infty}\left(x_{1}^{(n)}+x_{2}^{(n)}\right)=\lim _{n \rightarrow \infty}(1-\mu)\left(x_{1}^{(n-1)}+x_{2}^{(n-1)}\right)=\lim _{n \rightarrow \infty}(1-\mu)^{n}\left(x_{1}^{(0)}+x_{2}^{(0)}\right)=0
$$

that is $\lim _{n \rightarrow \infty} x_{1}^{(n)}=\lim _{n \rightarrow \infty}=x_{2}^{(n)}=0$. Consequently, there is the limit $\lim _{n \rightarrow \infty} x_{3}^{(n)}=$ $1-x_{4}^{*}$. Since the limit point $\mathbf{x}^{*}=\left(0,0,1-x_{4}^{*}, x_{4}^{*}\right)$ should be a fixed point, it follows that $x_{4}^{*}=1$. Thus, $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\mathbf{e}_{4}$ for any $\mathbf{x}^{(0)} \in S^{3}$.

The same result can be obtained in the case $\mu \delta \neq 0, \beta<0$.
Proposition 9. If $\mu \delta \neq 0$, then $\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\mathbf{e}_{4}$ for any $\mathbf{x}^{(0)} \in S^{3}$.
Collecting together all Propositions 4-9 we finish the proof of Theorem 4.


Figure 4. PSIDR model of Code Red propagation (black color points) and actual Code Red propagation (white color points)

Remark 6. Figure 4 shows the (4.1) PSIDR model's trajectory of Code Red propagation (in black color points), when $N=350000, \beta=0.75, I=1$ (see [5]), $\mu=0.0001, \delta=0.2, n=36$ hours, here 12 points of SIS model and the next 24 points of PSIDR model and actual Code Red propagation (in white color points).

## 5 Conclusions

We have considered discrete-time dynamical systems generated by known SI-SIR-PSIDR worm propagation models and studied their trajectory behaviours on the basis of the theory of QSOs. We showed that any trajectory of such models approaches to a fixed point (Theorems 1-4), that is the future of such system is stable (predictable).

It is worth mentioning that in [18] for the continuous time SIR model (2.3) is given a sufficient condition for worm propagation. In Theorem 3 for the discrete version of (2.3) the full description the set of limit points is given. The theoretically analysis of the continuous time PSIDR model (2.5) gives that formally for any practically realized parameters any worm no virus (single virus) is able to completely repress the computer network if $S(0)>0$ [3]. The Theorem 4 shows that the worm theoretically can do it and it depend of the parameters and an initial state of network (e.g. when $\delta>0$ enough small).

Note the cases when $\beta<0$ which are impossible in real epidemic situations, but these cases are also interesting from a purely mathematical point of
view. For example for the PSIDR models in another cases the obtained results have the following interpretations: Let $\mathbf{x}^{(0)}=\left(x_{1}^{(0)}, x_{2}^{(0)}, x_{3}^{(0)}, x_{4}^{(0)}\right) \in S^{3}$ be an initial state (point), that is $\mathbf{x}^{(0)}$ is the probability distribution on the set $\{S, I, D, R\}$ of system. By Theorem 4 the trajectory $\mathbf{x}^{(n)}$ of the initial point approaches a limit point $\mathbf{x}^{*}$ ( an equilibrium state) this means that the future of the system is predictable: each $S, I, D, R$ arises with probability $x_{1}^{*}, x_{2}^{*}, x_{3}^{*}, x_{4}^{*}$, respectively. For example, the infected nodes, $I$, of the total network (nodes) will disappear if its probability $x_{2}^{*}$ is zero, that is in this case the worm will disappear. By Theorems 1-4, in almost all cases, the limits points are in a worm free equilibrium state. Any fixed point of the operator $V$ is an equilibrium state and Theorems 1-4 give that system may have a continuum set of equilibrium states, the system stays in a neighborhood of one of the equilibrium states (stable fixed point), which depends on the initial state and on the parameters.

Thus the discrete-time dynamical systems generated by SIS, SIR, PSIDR models on basis QSOs also approximate the real conditions and computer simulations showed the close to the real data results. At the same time our simulation results allow practically repeat a real worm behavior. The discrete-time SIS and PSIDR models simulations showed the most close to the real data results as the continuous time models [6] and as the multiagent model which one introduced [5].

The results of analysis of discrete-time models on basis QSOs led to the conclusion about the appropriateness of such discrete models in computer networks.
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