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Abstract. In this study, an accurate and efficient composite collocation method
based on the fractional order Chelyshkov wavelets is proposed for obtaining approx-
imate solution of distributed-order fractional mobile-immobile advection-dispersion
equation with initial and boundary conditions. Operational matrices based on the
fractional Chelyshkov wavelets are constructed. The proposed method reduce the
solution to a system of algebraic equations, which is solved by Newton’s iterative
method. Provided examples confirm the accuracy and applicability of the proposed
method in line with the studied convergence analysis and error estimation. The ob-
tained results of demonstrated numerical schemes illustrate that this approach is very
accurate and efficient.

Keywords: mobile-immobile advection-dispersion, convergence, Chelyshkov wavelet, dis-

tributed order, composite collocation method.

AMS Subject Classification: 26A33; 34A08; 65M06; 65N12; 35R11.

1 Introduction

In recent years, fractional partial differential equations (FPDEs) with space
or time fractional operators have become very favorite and a widespread con-
sideration has been devoted to fractional operators [11, 13, 14, 16]. It has been
found that these operators can model fluid dynamics, different physical pro-
cesses and mathematical problems better than the corresponding non-integer
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order differential operators due to the non-local nature of fractional opera-
tors. In addition, FDEs are widely applied in various areas and disciplines as
diffusion-wave phenomena, distributed order systems, dielectric materials [4]
and electronic oscillator. A distributed-order differential model may be ob-
served as a natural extension of the multi-term FDE [3,23]. Also, distributed-
order FDEs have been applied in [4] to expand the stress-strain relation in
dielectrics. [18] used distributed-order FDEs to models of the filters in signal
processing and the optimal distributed order for damping in control systems.
These operators have important applications in modeling of super-slow diffu-
sion where a mass of particles spreads at a logarithmic velocities. Specially, in
the last decade the distributed-order differential equations have been attracted
considerable interest of many researchers. Ford and Morgado [8] proved the
uniqueness and existence of solution of distributed-order differential equations.
Luchko [19] discussed the continuous dependence of solutions on initial con-
ditions for the expanded distributed-order time-fractional diffusion equation
on bounded domains. While the advection-dispersion model and its extensions
such as the transient storage and mobile–immobile models based on a dispersion
term of second order have been successfully applied in the past, recent studies
highlights the requirement for transport models that can better demonstrate
the connectivity and heterogeneity of spatial properties within a general lat-
tice perspective of solute transport. The concept of the mobile–immobile has
appear popular across hydrologists for describing transport in unsaturated and
saturant zones, in granular and fractured media. The transport flow in porous
medium is mainly controlled by the processes of dispersion and advection that
will forecast a breakthrough curve. The mobile-immobile model is an intention
of advection-dispersion equation, it can portray the movement and action of
solute transport in both fractured media and porous. Analytical methods for
solving mobile-immobile model are scarcely effective, so that we must resort
to numerical methods. In recent years, many authors have proposed numer-
ical methods to numerically solve the distributed-order FDEs, for example,
Diethelm [6] proved effective numerical methods for solving linear and nonlin-
ear distributed-order FDEs. In [24], Ye, Liu and Anh a compact difference
scheme is presented to solve the distributed-order time-fractional diffusion-
wave equation. Gao and Sun [9] derived the two difference schemes for both
one-dimensional and two-dimensional distributed order differential equations.
Alikhanov [1] proposed a difference scheme for the numerical approximation of
the multi-term variable distributed order diffusion equation. Pourbabaee and
Saadatmandi [21] derived a numerical method based on the shifted Legendre
operational matrix of distributed order fractional derivative together with tau
method for approximation of solutions of linear distributed-order FDEs. Also,
other methods such as Legendre spectral element numerical method [5], lin-
earized stable spectral method [12], hybrid fully spectral linearized scheme [15]
and a new operational matrices based spectral method [10].

In this paper, we attempt to propose an efficient numerical scheme based on
a composite collocation method using the fractional order Chelyshkov wavelets
for solving distributed order mobile-immobile advection-dispersion equation.
Consider the following time fractional distributed order mobile-immobile advec-
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tion-dispersion equation

α1 Zt(x, t) + α2 Dµ
t Z(x, t) = −α3 Zx(x, t) + α4 Zxx(x, t) + h(x, t), (1.1)

subject to the following initial and boundary conditions:

Z(x, 0) = f1(x), x ∈ [0, 1],

Z(0, t) = f2(t), Z(1, t) = f3(t), t ∈ [0, 1], (1.2)

where α1 ≥ 0, α2 ≥ 0, α3 > 0, α4 > 0 and the distributed order fractional
operator Dµ

t is in the Caputo sense as the following:

Dρ(µ)
t Z(x, t) =

∫ 1

0

ρ(µ)CDµ
t Z(x, t)dµ,

where CDµ
t Z(x, t) denotes the time fractional derivative of the Caputo type:

CDµ
t Z(x, t) =


1

Γ (n−µ)

∫ t

0
(t−τ)n−µ−1 ∂

n Z(x, τ)

∂ τn
dτ, µ ∈ (n−1, n], n ∈ N,

∂n Z(x, t)

∂ tn
, µ = n,

and also, here we consider n = 1. The fundamental and essential advantage of
applying orthogonal polynomials is that the considered equations and models
can be converted to systems of algebraic equations. Therefore, the main aim
of the presented work is to use the Chelyshkov wavelets of fractional order to
solve Equations (1.1) and (1.2). First, we construct the Chelyshkov wavelets
of fractional order, then the integration of Chelyshkov wavelet operators of
fractional order is computed. The proposed numerical method reduces the
distributed-order fractional mobile-immobile advection-dispersion equation to
a system of algebraic equations. The derived system is solved by Newton’s
iterative method. High-dimension systems of algebraic equations can lead to
large storage requirements and high computational complexity. However the
Chelyshkov wavelet of fractional order is structurally sparse, which reduces the
computational complexity of the resulting algebraic system. Also, Among the
methods mentioned in the previous paragraph, fractional Chelyshkov wavelets
have the simplest structures, high accuracy and fast convergence.

The rest of the paper is as follows: Section 2 presents some necessary and
main definitions, lemmas and fundamental preliminaries of the fractional cal-
culus. Also, we present the essential formulation of Chelyshkov wavelets and
construct the Chelyshkov wavelets of fractional order, in this section. Section 3,
proposes a numerical method to approximate the solution of Equations (1.1)
and (1.2). In Section 4, the convergence analysis of the proposed numerical
method is illustrated. In Section 5, some numerical examples are provided to
show the efficiency and accuracy of the proposed approach. Finally, we have
conclusions in Section 6.

2 Notation and mathematical preliminaries

In this section, we provide some basic and fundamental definitions, lemmas and
features of fractional integrals and derivatives which are applied in this paper.
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Also, in this section, we express some basic concepts related to Chelyshkov
wavelets, fractional order Chelyshkov wavelets and their properties.

Definition 1. [25] A function Z(t), t > 0 is said to be in the space Cλ, where
λ ∈ R, if there exists a real number σ > λ such that Z(t) = tσZ1(t), Z1(t) ∈
C[0,∞). Also, the real function Z(t), t > 0 is said to be in the space Cn

λ if and
only if Zn(t) ∈ Cλ where n ∈ N.

Definition 2. Suppose that 0 < α ≤ 1 and Z(t) ∈ Cλ where λ ≥ −1. Then,
the Riemann-Liouville fractional integral of order α is given by:

Iαt Z(t) =
1

Γ (α)

∫ t

0

(t− u)α−1Z(u) du.

Definition 3. Suppose that 0 < α ≤ 1 and Z(t) ∈ C−1. Then, the Caputo
fractional derivative of order α is given by:

CDα
t Z(t) =

1

Γ (1− α)

∫ t

0

(t− u)−αZ ′(u) du = I1−α
t Z ′(t).

Lemma 1. Suppose that n− 1 < α ≤ n and Z(t) ∈ Cn
−1. Then, the Riemann-

Liouville fractional integrals and Caputo fractional derivatives satisfy the fol-
lowing relations [7]:

1.CDα
t Iαt Z(t) = Z(t), 2.Iαt CDα

t Z(t) = Z(t)−
n−1∑
j=0

tj

j!
Z(j)(0),

3.CDα
t t

γ =

 0, ϱ ∈ N0, γ < ϱ,
Γ (γ + 1)

Γ (γ − ϱ+ 1)
tγ−ϱ, otherwise.

2.1 Chelyshkov wavelets and fractional order Chelyshkov wavelets

Here, we briefly give some notations and preliminaries of Chelyshkov wavelets
and fractional order Chelyshkov wavelets. Chelyshkov polynomials, PN,N̂(t)

can be shown through the following power relation [2]:

PN,N̂(t) =

N̂∑
i=N

(−1)i−N

(
N̂−N
i−N

)(
N̂+ i+ 1

N̂−N

)
ti, N = 0, 1, . . . , N̂.

Furthermore, the orthogonality condition on the interval [0, 1] is satisfied for
these polynomials as follows:∫ 1

0

PN,N̂(t)PM,N̂(t)dt =
δN,M

N+M+ 1
,

in which δN,M is Kronecker delta. Now, we define Chelyshkov wavelets on
L2[0, 1) as follows [20]:

ΨM,N,N̂(t) =

{ √
2N+ 12

m−1
2 PN,N̂(2m−1t− m̂), t ∈

[
m̂

2m−1 ,
m̂+1
2m−1

)
,

0, otherwise,
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in which N = 0, 1, . . . , N̂, N̂ = M − 1, m̂ = M − 1, M = 1, . . . , 2m−1 and
PN,N̂(t) are the Chelyshkov polynomials.

Fractional-order Chelyshkov wavelets, ΨM,N,N̂(t)(η,η
′) on L2[0, η′) can be

obtain through the following relation:

Ψ
(η,η′)

M,N,N̂
(t)=

{√
η(2N+1)2

m−1
2 P

(η)

N,N̂
( 2

m−1

η′ t−m̂), t∈
[

m̂
2m−1 η

′, m̂+1
2m−1 η

′
)
,

0, otherwise,

(2.1)

in which P
(η)

N,N̂
(t) denotes the fractional order Chelyshkov polynomials on

the interval [0, 1). Furthermore, the analytic form of the fractional order
Chelyshkov functions can be constructed by considering a change of variable
as t = tη,

P
(η)

M,N,N̂
(t)=

N̂∑
i=N

(−1)i−N

(
N̂−N
i−N

)(
N̂+i+1

N̂−N

)
tiη, N = 0, 1, . . . , N̂. (2.2)

Lemma 2. Suppose that P
(η)

N,N̂
(t) be the set of fractional order Chelyshkov poly-

nomials in the interval [0, 1] then, these polynomials are orthogonal with respect
to the weight function W(η)(t) = t(η−1) in the interval [0, 1], that is:∫ 1

0

P
(η)

N,N̂
(t)P

(η)

M,N̂
(t)W(η)(t)dt =

δN,M

η(N+M+ 1)
.

Proof. By considering the change of variable t = tη and applying features of
the fractional order Chelyshkov functions, we obtain:∫ 1

0

PN,N̂(t)PM,N̂(t)dt =

∫ 1

0

PN,N̂(tη)PM,N̂(tη)ηtη−1dt

= η

∫ 1

0

P
(η)

N,N̂
(t)P

(η)

M,N̂
(t)W(η)(t)dt.

Therefore, by applying orthogonality condition of Chelyshkov polynomials, the
proof is completed. ⊓⊔

3 A composite collocation method based on the fractional
Chelyshkov wavelets

A function Z(t) ∈ L2[0, η′) can be expanded in terms of fractional order
Chelyshkov wavelets as:

Z(t) ≃
2m−1∑
M=1

N̂∑
N=0

dM,NΨ
(η,η′)

M,N,N̂
(t) = ∆TΛ(η,η′)(t),
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in which

dM,N =

∫ η′

0

Ψ
(η,η′)

M,N,N̂
(t)Z(t)W(η)(t)dt.

Also, ∆ and Λ are 2m−1M -vectors such that:

∆ = [d1,0, d1,1, d1,2, . . . , d2m−1,M−1]
T ,

Λ(η,η′)(t) = [Ψ
(η,η′)

1,0,N̂
(t), Ψ

(η,η′)

1,1,N̂
(t), Ψ

(η,η′)

1,2,N̂
(t), . . . , Ψ

(η,η′)

2m−1,M−1,N̂
(t)]T .

For the two-variable functions Z(x, t) ∈ L2([0, η′) × [0, η′)), we can get its
approximation by applying fractional order Chelyshkov wavelets as:

Z(x, t) ≃
2m−1∑
M=1

M−1∑
N=0

2m
′−1∑

M′=1

M ′−1∑
N′=0

d′M,N,M′,N′Ψ
(η,η′)

M,N,N̂
(x)Ψ

(η,η′)

M′,N′,N̂′(t)

= (Λ(η,η′)(x))TΩΛ(η,η′)(t),

in which Ω is (2m−1M)× (2m
′−1M ′)-matrix and

d′M,N,M′,N′ =

∫ η′

0

∫ η′

0

Z(x, t)Ψ
(η,η′)

M,N,N̂
(x)Ψ

(η,η′)

M,N,N̂
(t)W(η)(x)W(η)(t)dxdt.

Now, we will get a relation to calculate the Riemann-Liouville fractional integral
Iαt of the function Λ(η,η′)(t) as follows:

Iαt Λ(η,η′)(t) = Q(t, α, η).

For this aim, we apply the Laplace transform, which is also suitable to the
fractional order Chelyskov wavelets and to their Riemann-Liouville integral
transforms, since these functions belong to L2[0, η). From (2.1) we get:

Ψ
(η,η′)

M,N,N̂
(t) = ν m̂

2m−1 η′(t)
√

η(2N+ 1)2
m−1

2 P
(η)

N,N̂
( 2

m−1

η′ t− m̂)

−ν m̂+1

2m−1 η′(t)
√
η(2N+ 1)2

m−1
2 P

(η)

N,N̂
( 2

m−1

η′ t− m̂), (3.1)

in which νξ(t) is unit step function given by:

νξ(t) =

{
1, t ≥ ξ,
0, t < ξ.

Next, we use the Laplace transform to the both sides of relation (3.1), we
obtain:

L
{
Ψ

(η,η′)

M,N,N̂
(t); s

}
=
√
η(2N+ 1)2

m−1
2 L

{
ν m̂

2m−1 η′(t)P
(η)

N,N̂
(
2m−1

η′
t− m̂); s

}
−
√
η(2N+ 1)2

m−1
2 L

{
ν m̂+1

2m−1 η′(t)P
(η)

N,N̂
(
2m−1

η′
t− m̂); s

}
=
√
η(2N+ 1)2

m−1
2 e−

m̂

2m−1 η′sL
{
P

(η)

N,N̂
(
2m−1

η′
t); s

}
−
√
η(2N+ 1)2

m−1
2 e−

m̂+1

2m−1 η′sL
{
P

(η)

N,N̂
(
2m−1

η′
t+ 1); s

}
.
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From the definition of P
(η)

N,N̂
(t) in Equation (2.2), we obtain:

L
{
Ψ

(η,η′)

M,N,N̂
(t); s

}
=
√

η(2N+ 1)2
m−1

2 e−
m̂

2m−1 η′s

L
{ N̂∑

i=N

(−1)i−N

(
N̂−N
i−N

)(
N̂+i+1

N̂−N

)
2(m−1)iη

η′iη
tiη; s

}
−
√
η(2N+ 1)

× 2
m−1

2 e−
m̂+1

2m−1 η′sL
{ N̂∑

i=N

⌊iη⌋∑
j=0

(−1)i−N

(
N̂−N
i−N

)(
N̂+ i+ 1

N̂−N

)

×
(

iη
j

)
2(m−1)(iη−j)

η′iη−j
tiη−j ; s

}
=
√
η(2N+ 1)2

m−1
2 e−

m̂

2m−1 η′s

×
N̂∑

i=N

(−1)i−N

(
N̂−N
i−N

)(
N̂+ i+ 1

N̂−N

)
2(m−1)iηΓ (iη + 1)

η′iηsiη+1

−
√
η(2N+ 1)2

m−1
2 e−

m̂+1

2m−1 η′s
N̂∑

i=N

⌊iη⌋∑
j=0

(−1)i−N

(
N̂−N
i−N

)(
N̂+i+1

N̂−N

)

×
(

iη
j

)
2(m−1)(iη−j)Γ (iη − j + 1)

η′iη−jsiη−s+1
. (3.2)

By using the properties of the Laplace transform and the Riemann-Liouville
fractional integral and applying Equation (3.2), we obtain:

L
{
Iαt Ψ

(η,η′)

M,N,N̂
(t); s

}
= L

{ tα−1

Γ (α)
∗ Ψ (η,η′)

M,N,N̂
(t); s

}
= L

{ tα−1

Γ (α)
; s
}
L
{
Ψ

(η,η′)

M,N,N̂
(t); s

}
=
√
η(2N+ 1)2

m−1
2 e−

m̂

2m−1 η′s

×
N̂∑

i=N

(−1)i−N

(
N̂−N
i−N

)(
N̂+i+1

N̂−N

)
2(m−1)iηΓ (iη + 1)

η′iηsiη+α+1

−
√
η(2N+ 1)2

m−1
2 e−

m̂+1

2m−1 η′s
N̂∑

i=N

⌊iη⌋∑
j=0

(−1)i−N

(
N̂−N
i−N

)(
N̂+i+1

N̂−N

)

×
(

iη
j

)
2(m−1)(iη−j)Γ (iη − j + 1)

η′iη−jsiη−s+α+1
. (3.3)

Taking the inverse Laplace transform on Equation (3.3) yields:

Iαt Ψ
(η,η′)

M,N,N̂
(t)

=
√

η(2N+ 1)2
m−1

2

N̂∑
i=N

(−1)i−N

(
N̂−N
i−N

)(
N̂+ i+ 1

N̂−N

)

× 2(m−1)iηΓ (iη + 1)

η′iηΓ (iη + α+ 1)
(t− m̂

2m−1
η′)iη+αν m̂

2m−1 η′(t)
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−
√
η(2N+ 1)2

m−1
2

N̂∑
i=N

⌊iη⌋∑
j=0

(−1)i−N

(
N̂−N
i−N

)(
N̂+ i+ 1

N̂−N

)

×
(

iη
j

)
2(m−1)(iη−j)Γ (iη − j + 1)

η′iη−jΓ (iη − j + α+ 1)
(t− m̂+ 1

2m−1
η′)iα−j+αν m̂+1

2m−1 η′(t). (3.4)

Thus, by applying Equation (3.4), we obtain the following formula:

Iαt Ψ
(η,η′)

M,N,N̂
(t)=



0, t ∈ [0, m̂
2m−1η′ ),√

η(2N+1)2
m−1

2

∑N̂
i=N(−1)i−N

(
N̂−N
i−N

)(
N̂+i+1

N̂−N

)
× 2(m−1)iηΓ (iη+1)

η′iηΓ (iη+α+1)
(t− m̂

2m−1 η
′)iη+α, t ∈ [ m̂

2m−1η′ ,
m̂+1

2m−1η′ ),√
η(2N+1)2

m−1
2

∑N̂
i=N(−1)i−N

(
N̂−N
i−N

)(
N̂+i+1

N̂−N

)
× 2(m−1)iηΓ (iη+1)

η′iηΓ (iη+α+1)
(t− m̂

2m−1 η
′)iη+α

−
√
η(2N+ 1)2

m−1
2

∑N̂
i=N

∑⌊iη⌋
j=0 (−1)i−N

(
N̂−N
i−N

)
×

(
N̂+ i+ 1

N̂−N

)(
iη
j

)
2(m−1)(iη−j)Γ (iη−j+1)
η′iη−jΓ (iη−j+α+1)

×(t− m̂+1
2m−1 η

′)iα−j+αν m̂+1

2m−1 η′(t), t ∈ [ m̂+1
2m−1η′ , η

′).

3.1 Description of the proposed numerical method

In this section, we describe the using of the fractional order Chelyshkov wavelets
for solving Equation (1.1) with the initial and boundary conditions (1.2). For

this purpose, first we extend ∂3Z(x,t)
∂2∂t as follows:

∂3Z(x, t)

∂x2∂t
= (Λ(η,η′)(x))TΩΛ(η1,η

′)(t). (3.5)

By successively integrating the above equation with respect to t and x, respec-
tively, we get:

∂2Z(x, t)

∂x2
= (Λ(η,η′)(x))TΩQ(t, 1, η1) +

∂2Z(x, t)

∂x2

∣∣∣∣
t=0

= (Λ(η,η′)(x))TΩQ(t, 1, η1) +
∂2f1(x)

∂x2
, (3.6)

∂Z(x, t)

∂x
= QT (x, 1, η)ΩQ(t, 1, η1)+

∂f1(x)

∂x
−∂f1(x)

∂x

∣∣∣∣
x=0

+
∂Z(x, t)

∂x

∣∣∣∣
x=0

. (3.7)

For approximating of the unknown function ∂Z(x,t)
∂x

∣∣
x=0

by integrating Equa-
tion (3.7) from 0 to 1 we have:

∂Z(x, t)

∂x

∣∣∣∣
x=0

≃ f3(t)− f2(t)−
[ ∫ 1

0

QT (x, 1, η)dx
]
ΩQ(t, 1, η1)

+ f1(1)− f1(0)−
∂f1(x)

∂x

∣∣∣∣
x=0

.
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Integrating Equation (3.5) with respect to x and substituting boundary condi-
tions (1.2), yields:

∂Z(x, t)

∂t
= QT (x, 2, η)ΩΛ(η1,η

′)(t)− xQT (1, 2, η)ΩΛ(η1,η
′)(t)

+ (1− x)
∂f2(t)

∂t
+ x

∂f3(t)

∂t
. (3.8)

Also, by integrating the Equation (3.8) with respect to t, we get:

Z(x, t) = QT (x, 2, η)ΩQ(t, 1, η1)− xQT (1, 2, η)ΩQ(t, 1, η1)

+ (1− x)(f2(t)− f2(0)) + x(f3(t)− f3(0)) + f1(x). (3.9)

Taking the Caputo fractional derivative of order µ with respect to t on both
sides of Equation (3.9), we have:

CDµ
t Z(x, t) = QT (x, 2, η)ΩQ(t, 1− µ, η1)− xQT (1, 2, η)ΩQ(t, 1− µ, η1)

+ (1− x)CDµ
t f2(t) + xCDµ

t f3(t). (3.10)

Substituting (3.6) to (3.8) and (3.10) into (1.1), yields:

α1

[
QT (x, 2, η)ΩΛ(η1,η

′)(t)− xQT (1, 2, η)ΩΛ(η1,η
′)(t) + (1− x)

∂f2(t)

∂t

+ x
∂f3(t)

∂t

]
+ α2

∫ 1

0

ρ(µ)
[
QT (x, 2, η)ΩQ(t, 1− µ, η1)− xQT (1, 2, η)

×ΩQ(t, 1− µ, η1) + (1− x)CDµ
t f2(t) + xCDµ

t f3(t)
]
dµ

= −α3

[
QT (x, 1, η)ΩQ(t, 1, η1) +

∂f1(x)

∂x
− ∂f1(x)

∂x

∣∣∣∣
x=0

+ f3(t)− f2(t)

−
[ ∫ 1

0

QT (x, 1, η)dx
]
ΩQ(t, 1, η1) + f1(1)− f1(0)−

∂f1(x)

∂x

∣∣∣∣
x=0

]
+ α4

[
(Λ(η,η′)(x))TΩQ(t, 1, η1) +

∂2f1(x)

∂x2

]
+ h(x, t). (3.11)

Now, we apply the Gauss-Legendre numerical integration to approximate the
integral term in (3.11):

α1

[
QT (x, 2, η)ΩΛ(η1,η

′)(t)− xQT (1, 2, η)ΩΛ(η1,η
′)(t) + (1− x)

∂f2(t)

∂t

+ x
∂f3(t)

∂t

]
+ α2

( k̄∑
k=0

ζkρ(
1 + τk

2
)

[
QT (x, 2, η)ΩQ(t, 1− 1 + τk

2
, η1)

− xQT (1, 2, η)ΩQ(t, 1− 1 + τk
2

, η1) + (1− x)CD
1+τk

2
t f2(t) + xCD

1+τk
2

t f3(t)
])

= −α3

[
QT (x, 1, η)ΩQ(t, 1, η1) +

∂f1(x)

∂x
− ∂f1(x)

∂x

∣∣∣∣
x=0

+ f3(t)−f2(t)−
[ ∫ 1

0

QT (x, 1, η)dx
]
ΩQ(t, 1, η1)+f1(1)− f1(0)−

∂f1(x)

∂x

∣∣∣∣
x=0

]
+ α4

[
(Λ(η,η′)(x))TΩQ(t, 1, η1) +

∂2f1(x)

∂x2

]
+ h(x, t), (3.12)
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where τk and ζk are nods and weights of the Gauss-Legendre formula, respec-
tively. Using the following collocation points in (3.12)

xM,N =
xN +M− 1

2m−1
, M = 1, 2, . . . , 2m−1, N = 0, 1, . . . , N̂,

tM′,N′ =
tN′ +M′ − 1

2m′−1
, M′ = 1, 2, . . . , 2m

′−1, N′ = 0, 1, . . . , N̂′,

where xN and tN are zeros of shifted Legendre polynomials, we get:

α1

[
QT (xM,N, 2, η)ΩΛ(η1,η

′)(tM′,N′)− xM,NQT (1, 2, η)ΩΛ(η1,η
′)(tM′,N′)

+ (1− xM,N)
∂f2(tM′,N′)

∂t
+ xM,N

∂f3(tM′,N′)

∂t

]
+ α2

( k̄∑
k=0

ζkρ(
1 + τk

2
)
[
QT (xM,N, 2, η)ΩQ(tM′,N′ , 1− 1 + τk

2
, η1)

− xM,NQT (1, 2, η)ΩQ(tM′,N′ , 1− 1 + τk
2

, η1) + (1− xM,N)

× CD
1+τk

2
t f2(tM′,N′) + xM,N

CD
1+τk

2
t f3(tM′,N′)

])
= −α3

[
QT (xM,N, 1, η)ΩQ(tM′,N′ , 1, η1) +

∂f1(xM,N)

∂x
− ∂f1(x)

∂x

∣∣∣∣
x=0

+ f3(tM′,N′)− f2(tM′,N′)−
[ ∫ 1

0

QT (x, 1, η)dx
]
ΩQ(tM′,N′ , 1, η1)

+ f1(1)− f1(0)−
∂f1(x)

∂x

∣∣∣∣
x=0

]
+ α4

[
(Λ(η,η′)(xM,N))TΩQ(tM′,N′ , 1, η1) +

∂2f1(xM,N)

∂x2

]
+ h(xM,N, tM′,N′).

This is a a system of (2m−1M)× (2m
′−1M ′) algebraic equations which can be

solved for the unknown Ω applying the Newton’s iterative method.

4 Convergence analysis

In this section, we introduce convergence analysis and error estimation of the
presented method. In order to study the error bound of the proposed method,
we demonstrate the following theorem.

Theorem 1. Let CDnη
x

(
CDn′η1

t Z(x, t)
)
∈ C

(
[0, 1)× [0, 1)

)
where n = 0, 1, . . . ,M and n′ = 0, 1, . . . ,M ′. Also, assume that

Υ η,η1

M,M ′ =⟨P(η)

N,N̂
,P

(η1)

N′,N̂
⟩M−1,M ′−1
N,N′=0 ,

and let PN,N′

M,M′Z(x, t) be the best approximation of Z(x, t) based on the fractional

order Chelyshkov wavelets out of Υ η,η1

M,M ′ on the interval Θ =
[
M−1
2m−1 ,

M
2m−1

)
×
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M′−1
2m′−1 ,

M′

2m′−1

)
. Then, the error bound of applying fractional order Chelyshkov

wavelets series for M ′η1 > µ would be calculated as:

∥CDµ
t Z − CDµ

t P
N,N′

M,M′Z∥L2([0,1)×[0,1))

≤
Rη,η1

M,M ′

Γ (Mη + 1)Γ (M ′η1 − µ+ 1)
√
(2Mη + 1)(2M ′η1 − 2µ+ 1)

,

in which Rη,η1

M,M ′ = sup(x,t)∈[0,1)×[0,1)

∣∣CDMη
x

(
CDM ′η1

t Z(x, t)
)∣∣.

Proof. Let

Hη,η1

M,M ′(x, t) =

M−1∑
n=0

M ′−1∑
n′=0

xnηtn
′η1

Γ (nη + 1)Γ (n′η1 + 1)
CDnη

x

(
CDn′η1

t Z(x, t)
)∣∣∣∣

x=t=0

,

then considering the multi-variable Taylor expansion [17] and the generalized
Taylor’s expansion [22], we have:∣∣∣Z(x, t)−Hη,η1

M,M ′(x, t)
∣∣∣ ≤ xMηtM

′η1

Γ (Mη + 1)Γ (M ′η1 + 1)
rη,η1

M,M ′ , (4.1)

in which rη,η1

M,M ′ = sup(x,t)∈Θ

∣∣CDMη
x

(
CDM ′η1

t Z(x, t)
)∣∣. By means of the prop-

erties of Caputo fractional derivative and Equation (4.1), we obtain:∣∣∣CDµ
t Z(x, t)− CDµ

t H
η,η1

M,M ′(x, t)
∣∣∣ ≤ xMηtM

′η1−µ

Γ (Mη + 1)Γ (M ′η1 − µ+ 1)
rη,η1

M,M ′ . (4.2)

Then, with the help of Equation (4.2), we obtain:

∥CDµ
t Z−CDµ

t P
N,N′

M,M′Z∥2L2([0,1)×[0,1))=

2m−1∑
N=1

2m
′−1∑

N′=1

∥CDµ
t Z − CDµ

t P
N,N′

M,M′Z∥2L2(Θ)

≤
2m−1∑
N=1

2m
′−1∑

N′=1

∥CDµ
t Z − CDµ

t H
η,η1

M,M ′∥2L2(Θ) ≤
2m−1∑
N=1

2m
′−1∑

N′=1

∫[
M−1

2m−1 , M
2m−1

)
×
∫[

M′−1

2m
′−1

, M′

2m
′−1

) [ xMηtM
′η1−µ

Γ (Mη + 1)Γ (M ′η1 − µ+ 1)
rη,η1

M,M ′

]2
dt dx

≤
∫ 1

0

∫ 1

0

[ xMηtM
′η1−µ

Γ (Mη + 1)Γ (M ′η1 − µ+ 1)
Rη,η1

M,M ′

]2
dt dx

≤
(Rη,η1

M,M ′)2

Γ (Mη + 1)2Γ (M ′η1 − µ+ 1)2(2Mη + 1)(2M ′η1 − 2µ+ 1)
. (4.3)

Therefore, by taking the square root of Equation (4.3) in to account the proof
is complete. ⊓⊔

By utilizing Theorem 1, the following proposition is obtained.
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Proposition 1. Under the assumptions of Theorem 1, we have:

∥CD2
xZ − CD2

xP
N,N′

M,M′Z∥L2([0,1)×[0,1))

=
Rη,η1

M,M ′

Γ (Mη − 1)Γ (M ′η1 + 1)
√
(2Mη − 3)(2M ′η1 + 1)

, Mη > 2,

∥CD1
xZ(x, t)− CD1

xP
N,N′

M,M′Z(x, t)∥L2([0,1)×[0,1))

=
Rη,η1

M,M ′

Γ (Mη)Γ (M ′η1 + 1)
√
(2Mη − 1)(2M ′η1 + 1)

, Mη > 1,

∥CD1
tZ − CD1

tP
N,N′

M,M′Z∥L2([0,1)×[0,1))

=
Rη,η1

M,M ′

Γ (Mη + 1)Γ (M ′η1)
√
(2Mη + 1)(2M ′η1 − 1)

, M ′η1 > 1,

Theorem 2. Under the assumptions of Theorem 1 and Proposition 1, the error

bound EN,N′

M,M′ is obtained as:

∥EN,N′

M,M′∥L2([0,1)×[0,1)) ≤ α1

Rη,η1

M,M ′

Γ (Mη + 1)Γ (M ′η1)
√

(2Mη + 1)(2M ′η1 − 1)

+ α2

MRη,η1

M,M ′

Γ (Mη + 1)Γ (M ′η1 − µ+ 1)
√
(2Mη + 1)(2M ′η1 − 2µ+ 1)

+ α3

Rη,η1

M,M ′

Γ (Mη)Γ (M ′η1 + 1)
√
(2Mη − 1)(2M ′η1 + 1)

+ α4

Rη,η1

M,M ′

Γ (Mη − 1)Γ (M ′η1 + 1)
√

(2Mη − 3)(2M ′η1 + 1)
,

where ∥ρ(µ)∥ ≤ M and

EN,N′

M,M′ = α1 Zt(x, t) + α2 Dµ
t Z(x, t) + α3 Zx(x, t)− α4 Zxx(x, t)− h(x, t).

Proof. We know that,

∥EN,N′

M,M′∥L2([0,1)×[0,1)) = ∥α1

∂PN,N′

M,M′Z(x, t)

∂t
+ α2 Dµ

t Z(x, t)

+ α3

∂PN,N′

M,M′Z(x, t)

∂x
− α4

∂2PN,N′

M,M′Z(x, t)

∂x2
− h(x, t)∥L2([0,1)×[0,1)).

By applying Equation (1.2), we have:

∥EN,N′

M,M′∥L2([0,1)×[0,1)) = ∥α1

∂PN,N′

M,M′Z(x, t)

∂t
+ α2 Dµ

t P
N,N′

M,M′Z(x, t)

+ α3

∂PN,N′

M,M′Z(x, t)

∂x
− α4

∂2PN,N′

M,M′Z(x, t)

∂x2
− α1

∂Z(x, t)

∂t

− α2 Dµ
t Z(x, t)− α3

∂Z(x, t)

∂x
+ α4

∂2Z(x, t)

∂x2
∥L2([0,1)×[0,1)).
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By applying Theorem 1 and Proposition 1, we obtain:

∥EN,N′

M,M′∥L2([0,1)×[0,1)) ≤
∥∥∥α1

(∂Z(x, t)

∂t
−

∂PN,N′

M,M′Z(x, t)

∂t

)∥∥∥
L2([0,1)×[0,1))

+ ∥α2(Dµ
t Z(x, t)− Dµ

t P
N,N′

M,M′Z(x, t))∥L2([0,1)×[0,1))

+
∥∥∥α3

(∂Z(x, t)

∂x
−

∂PN,N′

M,M′Z(x, t)

∂x

)∥∥∥
L2([0,1)×[0,1))

+
∥∥∥α4

(∂2Z(x, t)

∂x2
−

∂2PN,N′

M,M′Z(x, t)

∂x2

)∥∥∥
L2([0,1)×[0,1))

≤ α1

Rη,η1

M,M ′

Γ (Mη + 1)Γ (M ′η1)
√
(2Mη + 1)(2M ′η1 − 1)

+ α2

∫ 1

0

MRη,η1

M,M ′

Γ (Mη+1)Γ (M ′η1−µ+1)
√
(2Mη+1)(2M ′η1−2µ+1)

dµ

+ α3

Rη,η1

M,M ′

Γ (Mη)Γ (M ′η1 + 1)
√
(2Mη − 1)(2M ′η1 + 1)

+ α4

Rη,η1

M,M ′

Γ (Mη − 1)Γ (M ′η1 + 1)
√
(2Mη − 3)(2M ′η1 + 1)

≤ α1

Rη,η1

M,M ′

Γ (Mη + 1)Γ (M ′η1)
√
(2Mη + 1)(2M ′η1 − 1)

+ α2

MRη,η1

M,M ′

Γ (Mη + 1)Γ (M ′η1 − µ+ 1)
√
(2Mη + 1)(2M ′η1 − 2µ+ 1)

+ α3

Rη,η1

M,M ′

Γ (Mη)Γ (M ′η1 + 1)
√
(2Mη − 1)(2M ′η1 + 1)

+ α4

Rη,η1

M,M ′

Γ (Mη − 1)Γ (M ′η1 + 1)
√
(2Mη − 3)(2M ′η1 + 1)

,

where ∥ρ(µ)∥ ≤ M. On the other hand, since PN,N′

M,M′Z(x, t) is the best approx-
imation of Z(x, t), then we have:

∥Z(x, t)− PN,N′

M,M′Z(x, t)∥22 ≤ ∥Z(x, t)−Hη,η1

M,M ′(x, t)∥22

=

∫ 1

0

∫ 1

0

W(η)(t)W(η)(x)
∣∣∣Z(x, t)−Hη,η1

M,M ′(x, t)
∣∣∣2dtdx.

Therefore, by using Equation (4.1), we obtain:

∥Z(x, t)− PN,N′

M,M′Z(x, t)∥22 ≤
(rη,η1

M,M ′)2

η2Γ 2(Mη + 1)Γ 2(M ′η1 + 1)
.

Thus, we find that if M,M ′ → ∞, we have ∥Z(x, t)− PN,N′

M,M′Z(x, t)∥2 → 0.
⊓⊔
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5 Numerical results

In this section, we apply the proposed method for solving two test equations,
which are given by Equations (1.1) and (1.2), to show the accuracy and capa-
bility of the proposed method. To evaluate and measure the accuracy of the
proposed method, the absolute error(AE) and L∞ error are measured based
on the following formulae:

AE =
∣∣Z(x, t)− PN,N′

M,M′Z(x, t)
∣∣, L∞ = max

x,t∈[0,1)

∣∣Z(x, t)− PN,N′

M,M′Z(x, t)
∣∣,

in which Z(x, t) denotes the exact solution and PN,N′

M,M′Z(x, t) is the approximate
solution. All numerical simulations of the proposed method are obtained by
applying Matlab software.

Example 1. Consider the following distributed order mobile-immobile advection
- dispersion equation:

Zt(x, t)+

∫ 1

0

Γ (3.5−µ)CDµ
t Z(x, t)dµ = −Zx(x, t)+Zxx(x, t)+h1(x, t)+h2(x, t),

where

h1(x, t) = t
5
2 (x− 1)2 + 2t

5
2x(x− 1) +

5

2
t
3
2x(x− 1)2,

h2(x, t) =
15
√
πt

5
3 (x− 1)2x(t− 1)

8 log t
− 2t(3x− 2),

subject to the initial and boundary conditions:

Z(x, 0) = 0, x ∈ [0, 1],

Z(0, t) = 0, Z(1, t) = 0, t ∈ [0, 1].

a) b)

Figure 1. The exact solution (a) and approximate solution (b) with m = m′ = 1,
M = M ′ = 4 and η = η1 = 1

2
for Example 1.
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The analytical solution of this problem is Z(x, t) = t
5
2 (x − 1)2x. We solve

this example by the proposed method for various values of m,m′, η, η1,M and
M ′.

Figure 1 reports the graphs of the exact and approximate solutions for this
example with m = m′ = 1, M = M ′ = 4 and η = η1 = 1

2 .

a) b)

Figure 2. The AE functions of applying the proposed method for M = M ′ = 32,
η = η1 = 1

2
(a), M = M ′ = 64 and η = η1 = 1

2
(b) in Example 1.

Figure 2 is plotted to demonstrate the graphical behavior of the AE func-
tions with m = m′ = 1 and η = η1 = 1

2 for M = M ′ = 32 and M = M ′ = 64.
Graphs of the AE functions at several values of M and M ′ reported in

Figure 3. The plots of the approximate solution behavior and exact solution of
this example at t = 0.5 with m = m′ = 1 and η = η1 = 1

2 for different values
of M and M ′ are illustrated in Figure 4.

Figure 3. The AE functions of applying
the proposed method with m = m′ = 1,

η = η1 = 1
2
and different values of

M = M ′ in Example 1.

Figure 4. The comparison between the
exact solution and the approximate

solutions with m = m′ = 1, η = η1 = 1
2

and different values of M = M ′ for
Example 1.

Table 1 shows the absolute error and CPU time for the numerical solutions
by applying the proposed method with m = m′ = 1, η = 1 and M = M ′ = 4
for various choices of η1.

Table 2 shows the L∞ error by applying the proposed method with m =
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Table 1. The comparison of the absolute error (AE) obtained by our numerical method at
some selected points with m = m′ = 1, M = M ′ = 64, η = 1 and different values for η1 in
Example 1.

(x, t) AE

η1 η1 = 1
4

η1 = 1
3

η1 = 1
2

η1 = 2
3

(0.1, 0.1) 1.9197× 10−24 2.5597× 10−24 3.8395× 10−24 5.1194× 10−24

(0.2, 0.2) 1.7161× 10−23 2.2882× 10−23 3.4323× 10−23 4.5764× 10−23

(0.3, 0.3) 5.4311× 10−23 7.2415× 10−23 1.0862× 10−22 1.4483× 10−22

(0.4, 0.4) 1.0921× 10−22 1.4562× 10−22 2.18430× 10−22 2.9124× 10−22

(0.5, 0.5) 1.6561× 10−22 2.2082× 10−22 3.3123× 10−22 4.4164× 10−22

(0.6, 0.6) 2.0064× 10−22 2.6752× 10−22 4.0128× 10−22 5.3504× 10−22

(0.7, 0.7) 1.9357× 10−22 2.5810× 10−22 3.8715× 10−22 5.1620× 10−22

(0.8, 0.8) 1.3729× 10−22 1.8305× 10−22 2.7458× 10−22 3.6611× 10−22

(0.9, 0.9) 5.1834× 10−23 6.9112× 10−23 1.0366× 10−22 1.3822× 10−22

CPU times 6.261 6.260 6.307 6.292

m′ = 1 and M = M ′ = 64 for different values of η and η1. The obtained
numerical results of figures and tables confirm the high accuracy of the proposed
method. Also, we see that the approximate solutions have a good accuracy.

Table 2. The comparison of the L∞ error, L2 error and RMS obtained by our numerical
method with m = m′ = 1 and M = M ′ = 64 for different values for η1 and η for Example 1.

η, η1 η = 1, η1 = 1
4

η = 1, η1 = 1
2

η = 1, η1 = 2
3

η = 1 = η1 = 1

L∞ 1.0539× 10−21 2.1079× 10−21 2.8106× 10−21 4.2159× 10−21

L2 5.1462× 10−20 7.2593× 10−20 8.3824× 10−20 1.0263× 10−20

RMS 5.1341× 10−21 7.2471× 10−21 8.3703× 10−21 1.0151× 10−21

Example 2. Let us consider the following distributed order mobile-immobile
advection-dispersion equation:

Zt(x, t)+

∫ 1

0

Γ (3−µ)CDµ
t Z(x, t)dµ = −Zx(x, t) + Zxx(x, t) + h1(x, t)+h2(x, t),

where

h1(x, t) = −2t(x− 1) cos(x)− t2 cos(x) + t2(x− 1) sin(x),

h2(x, t) = −2t2 sin(x)− (x− 1)t2 cos(x)− (x− 1) cos(x)2t(t− 1)

log t
,

with the initial and boundary conditions:

Z(x, 0) = 0, x ∈ [0, 1],

Z(0, t) = t2, Z(1, t) = 0, t ∈ [0, 1].

Math. Model. Anal., 27(4):590–609, 2022.
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The exact solution of this example is Z(x, t) = −t2(x − 1) cos(x). We use the
proposed method to solve this problem for various values of m,m′, η, η1,M and
M ′.

Figure 5 reports the graphs of the exact and approximate solutions obtained
by applying the proposed method for this example with m = m′ = 1, M =
M ′ = 4 and η = η1 = 1

2 .

a) b)

Figure 5. The exact solution (a) and approximate solution (b) with m = m′ = 1,
M = M ′ = 4 and η = η1 = 1

2
for Example 2.

Plots of absolute error functions of approximate solutions forM = M ′ = 32,
M = M ′ = 64 and η = η1 = 1

2 has been reported in Figure 6.

a) b)

Figure 6. The AE functions of applying the proposed method with M = M ′ = 32,
η = η1 = 1

2
(a) and M = M ′ = 64 and η = η1 = 1

2
(b) for Example 2.

Graphs of absolute error with m = m′ = 1 and η = η1 = 1
2 and different

values of M = M ′ are depicted in Figure 7. Plots of the approximate solution
behavior and exact solution of this example at t = 0.5 with m = m′ = 1 and
η = η1 = 1

2 for different values of M and M ′ are illustrated in Figure 8.
Absolute error and CPU time for the numerical solutions by applying the

proposed method with m = m′ = 1, M = M ′ = 64 and η = 1 for various
choices η1 are presented in Table 3. Also, the L∞ errors obtained by our
numerical method with m = m′ = 1 and M = M ′ = 64 for different values for
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Figure 7. The graph of the AE
functions of applying the proposed method

with m = m′ = 1 , η = η1 = 1
2
and

different values of M = M ′ for Example 2.

Figure 8. The comparison between the
exact and the approximate solutions with
m = m′ = 1, η = η1 = 1

2
and different

values of M = M ′ for Example 2.

η1 and η are presented in Table 4.

Table 3. The comparison of the absolute error (AE) obtained by our numerical method at
some selected points with m = m′ = 1, M = M ′ = 64, η = 1 and different values of η1 for
Example 2.

(x, t) AE

η1 η1 = 1
4

η1 = 1
3

η1 = 1
2

η1 = 2
3

(0.1, 0.1) 6.0406× 10−23 8.0541× 10−23 1.2081× 10−22 1.6108× 10−22

(0.2, 0.2) 1.8804× 10−22 2.5072× 10−22 3.7609× 10−22 5.0145× 10−22

(0.3, 0.3) 3.1576× 10−22 4.2102× 10−22 6.3153× 10−22 8.4204× 10−22

(0.4, 0.4) 3.9763× 10−22 5.3017× 10−22 7.9526× 10−22 1.0603× 10−21

(0.5, 0.5) 4.1109× 10−22 5.4812× 10−22 8.2218× 10−22 1.0962× 10−21

(0.6, 0.6) 3.5630× 10−22 4.7507× 10−22 7.1261× 10−22 9.5015× 10−22

(0.7, 0.7) 2.5280× 10−22 3.3706× 10−22 5.0560× 10−22 6.7413× 10−22

(0.8, 0.8) 1.3367× 10−22 1.7823× 10−22 2.6735× 10−22 3.5647× 10−22

(0.9, 0.9) 3.7737× 10−23 5.0316× 10−23 7.5475× 10−23 1.0063× 10−22

CPU times 5.197 5.229 5.329 5.198

The figures and tables show that the proposed method provides approximate
solutions with acceptable accuracy. Also, we see that the approximate solutions
have a good accuracy. In addition to, from Tables we conclude that proposed
method is appropriate for this example and that by increasing the number of
the M and M ′ the accuracy is further improved.

Table 4. The comparison of the L∞ error obtained by our numerical method with m =
m′ = 1 and M = M ′ = 64 for different values for η1 and η for Example 2.

η, η1 η = 1, η1 = 1
4

η = 1, η1 = 1
2

η = 1, η1 = 2
3

η = 1 = η1 = 1

L∞ 1.6443× 10−21 1.4989× 10−20 1.9987× 10−20 2.9979× 10−20
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6 Conclusions

This paper proposed an accurate and efficient composite collocation method
based on the Chelyshkov wavelets. Using the fractional integrals of Chelyshkov
wavelets, this collocation method was applied to reduce the solution of the
distributed-order fractional mobile-immobile advection-dispersion problem to
a system of algebraic equations in order to calculate the unknown function.
Two numerical examples have provided to show the validity and applicability
of the proposed method. The numerical results illustrate that the proposed
method is effective and simple with allowing a more conclusive analysis of the
distributed-order fractional mobile-immobile advection-dispersion problem.

Acknowledgements

This project has been supported by a research grant of the University of
Tabriz (number 822). Authors are very grateful to reviewers for carefully read-
ing this paper and for their comments and suggestions which have improved
the paper.

References

[1] A.A. Alikhanov. Numerical methods of solutions of boundary value problems
for the multi-term variable-distributed order diffusion equation. Appl. Math.
Comput., 268:12–22, 2015. https://doi.org/10.1016/j.amc.2015.06.045.

[2] S. Bazm and A. Hosseini. Numerical solution of nonlinear integral equations
using alternative Legendre polynomials. J. Appl. Math. Comput., 56(1):25–51,
2018. https://doi.org/10.1007/s12190-016-1060-5.
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