
This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0/), 
which permits unrestricted use, distribution, and reproduction in any medium, provided the original author and source are credited.

Copyright © 2024 The Author(s). Published by Vilnius Gediminas Technical University

STATISTICAL AND MACHINE LEARNING APPROACHES FOR ESTIMATING 
POLLUTION OF FINE PARTICULATE MATTER (PM2.5) IN VIETNAM

Tuyet Nam Thi NGUYEN1 , Tan Dat TRINH2, Pham Cung Le Thien VU2, Pham The BAO2 
1Faculty of Environment, Saigon University, Ho Chi Minh, Vietnam 
2Faculty of Information Science, Saigon University, Ho Chi Minh, Vietnam

Highlights:
 ■ PM2.5 pollution was predicted by ARIMA, machine learning and deep learning models;
 ■ the best model was CNN+Bi-LSTM with the lowest prediction errors and the highest R2; 
 ■ LSTM and Bi-LSTM models showed a similar performance, with comparable errors and R2;  
 ■ ARIMA had the worst performance due to information loss during differencing data; 
 ■ the predicted air quality indexes for PM2.5 matched the observed ones up to 96%.

Article History:  Abstract. This study aims to predict fine particulate matter (PM2.5) pollution in Ho Chi Minh City, Vietnam, 
using autoregressive integrated moving average (ARIMA), linear regression (LR), random forest (RF), long 
short-term memory (LSTM), bidirectional LSTM (Bi-LSTM), and convolutional neural network (CNN) combining 
Bi-LSTM (CNN+Bi-LSTM). Two experiments were set up: the first one used data from 2018–2020 and 2021 as 
training and test data, respectively. Data from 2018–2021 and 2022 were used as training and test data for the 
second experiment, respectively. Consequently, ARIMA showed the worst performance, while CNN+Bi-LSTM 
achieved the best accuracy, with an R² of 0.70 and MAE, MSE, RMSE, and MAPE of 5.37, 65.4, 8.08 µg/m³, and 
29%, respectively. Additionally, predicted air quality indexes (AQIs) of PM2.5 were matched the observed ones 
up to 96%, reflecting the application of predicted concentrations for AQI computation. Our study highlights 
the effectiveness of machine learning model in monitoring of air pollution.
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the atmosphere. Apart from monitoring, it is also essen-
tial to predict PM2.5 concentrations to support decision-
making related to reducing PM2.5 pollution and its adverse 
influence on human health. Recently, statistical models, 
such as autoregressive models, and machine learning or 
deep learning models, have been increasingly applied to 
estimate concentrations of air pollutants, including PM2.5 
(Clark et al., 2024; Upadhya et al., 2024; Harishkumar et al., 
2020; Wang et al., 2017; Tong et al., 2019). In this regard, 
the input to these models is frequently a time series of vari-
ables representing a sequence of values over time. These 
variables include pollutant concentrations and meteoro-
logical parameters, such as wind speed, ambient air tem-
perature, and rainfall levels. Additionally, the time series of 
variables can be classified as a univariate or multivariate 
series depending on the number of variables. The former 
and latter consist of single (e.g., pollutant concentrations) 
and multiple variables (e.g., pollutant concentrations and 
meteorological data), respectively. Due to the simultane-
ous consideration of variable relations, multivariate time 

1. Introduction

Fine particulate matter (PM2.5) is atmospheric particles 
which have diameter less than 2.5 μm. PM2.5 has been 
regarded as one of the criteria air pollutants because of 
toxicity and tiny size of PM2.5, facilitating its transport into 
the human respiratory system (Filonchyk et al., 2017). Ex-
posure to PM2.5 pollution can cause several symptoms, 
including nose or throat irritation, coughing, asthma, and 
lung diseases (Nguyen et al., 2023a; Chlebnikovas et al., 
2023). It is, therefore, suggested that PM2.5 should be fre-
quently monitored for human health protection. The air 
quality related to PM2.5 can be reported as the air quality 
index (AQI), which has descriptions, for instance, of good 
or unhealthy air quality, and health advice for public re-
lated to several pollution levels (Vietnam Environment Ad-
ministration [VEA], 2019). 

To monitor PM2.5 concentrations, real-time monitoring 
using sensors or specialized instruments can be employed 
to continuously observe mass concentrations of PM2.5 in 
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series data may yield more accurate predictions. However, 
univariate time series data are recommended for predic-
tion, especially when multiple variables are not available.

Several statistical and machine learning (ML) models 
have been widely used to predict concentrations of air pol-
lutants, such as PM2.5, based on time series data (Filonchyk 
et al., 2018). Some of these models include an autore-
gressive integrated moving average (ARIMA) (Wang et al., 
2017; Bhatti et al., 2021), one of the most widely used sta-
tistical approaches for univariate time-series forecasting, 
linear regression (LR) (Zhao et al., 2018), random forest 
(RF) (Kumari & Singh, 2023; Xu et al., 2020), support vector 
regression (SVR) (Wang et al., 2017), and ensemble models 
combining multiple ML model (Ejohwomu et al., 2022). In 
addition, deep learning (DL) approach, a subset of ML, has 
been increasingly applied for the prediction of air pollution 
because DL models can outperform some traditional ML 
models (Zamani Joharestani et al., 2019; Nath et al., 2021) 
due to their ability to learn the large and complex data. 
Particularly, some DL models specialized for time series 
data, such as long short-term memory networks (LSTM) 
(Sherstinsky, 2020; Rakholia et al., 2022; Barthwal & Goel, 
2024), bidirectional LSTM (Bi-LSTM) (Tong et al., 2019), and 
convolutional neural network (CNN) (Rabie et al., 2024), 
have been widely selected to predict PM2.5 concentrations 
because these models have memory cells storing long-
term information (e.g., variation trends of concentrations), 
thus contributing to the outperformance of DL in compari-
son to statistical and ML models (Wu et al., 2021).

To develop a predictive model using ML and/or DL 
techniques, acquiring historical data is essential. This data 
serves as the training set for model learning and is also 
used to predict new as well as unseen data. Consequently, 
the performance of ML and DL models heavily depend on 
the characteristics of the dataset. Additionally, tuning the 
model’s architecture may be necessary to optimize per-
formance for specific data types, reflecting the dependen-
cies on the data’s statistical properties, such as trends and 
seasonality (Bontempi et al., 2013). The practical value of 
using ML and DL models to predict PM2.5 concentrations 
lies in their ability to provide accurate and real-time fore-
casts. These models can offer hourly updates based on re-
cent data, enabling air quality predictions up to an hour in 
advance (Bai & Li, 2023; Feng et al., 2020; Cai et al., 2023). 
This approach minimizes reliance on extensive historical 
records and real-time data collection, making it particu-
larly effective for real-time air quality management. How-
ever, its long-term effectiveness depends on the stability 
and consistency of the input data. Moreover, long-term 
predictions may require periodic retraining of the model 
to adapt to new air quality data.

This study aims to predict the pollution of PM2.5, includ-
ing its concentrations and air quality index (AQI), at hourly 
intervals in Ho Chi Minh City (Vietnam) using statistical 
and machine learning models based on univariate time se-
ries concentrations of PM2.5. The models considered in this 
study include ARIMA, LR, RF, LSTM, Bi-LSTM, and a hybrid 

DL model combining CNN and Bi-LSTM (CNN+Bi-LSTM). 
In fact, some statistical and ML models, such as LR and RF, 
were used to predict concentrations of air pollutants in Ho 
Chi Minh (HCM) City, Vietnam, at daily intervals based on 
multivariate time series data, which are datasets covering 
pollutant concentrations and meteorological parameters 
such as wind speed, rainfall levels, and air temperature 
(Rakholia et al., 2022; Minh et al., 2021; Le et al., 2022; 
Phung et al., 2020). The collection of these auxiliary data is 
sometimes a challenge, especially at hourly intervals, due 
to conditions of data access and monitoring stations. The 
prediction of PM2.5 concentrations at hourly intervals in 
HCM City has not been considered in previous studies. 
In addition, the use of predicted PM2.5 concentrations for 
further applications, such as the prediction of AQI, has not 
been widely considered. Therefore, the results of this study 
would improve the understanding of applying statistical 
and ML models for air pollution monitoring, providing 
more information on air pollutants and thereby supporting 
decision-making related to the mitigation of air pollution. 

2. Data and methods

2.1. Study area
The study area is Ho Chi Minh (HCM) City, one of the 
metropolises of Vietnam. HCM City has a tropical climate 
with two seasons: the dry season (November to April of 
the subsequent year) and the rainy season (May to Oc-
tober) (Nguyen et al., 2023a; H. C. M. C. P. s. Committee, 
2022). The ambient air temperatures of the two seasons 
tend to be relatively similar, ranging from 30 °C to 35 °C 
during the daytime throughout the year (H. C. M. C. P. s. 
Committee, 2022; Department of Natural Resources and 
Environment, 2021). Additionally, HCM City experiences 
significant variation in rainfall levels between the dry and 
rainy seasons, with the bulk of the rainfall occurring during 
the rainy season (May–October). Because of this weather 
condition, concentrations of atmospheric pollutants, such 
as PM2.5, in HCM City are likely to be lower in the rainy 
season, as an increase in rainfall levels would wash out air 
pollutants from the atmosphere, leading to a decline in the 
concentration of air pollutants, including PM2.5 (Nguyen 
et al., 2023a).

Air pollutants (e.g., PM2.5) in HCM City were report-
ed to be mainly emitted from vehicle emission (Nguyen 
et al., 2023a; B. Q. Ho et al., 2021; Q. B. Ho et al., 2019), 
which contributes from motorcycles accounting for over 
90% (Ho, 2017). Other emission sources include house-
hold activities (Ho et al., 2019) and industrial production 
(Nguyen et al., 2023a; Ho et al., 2019), especially tex-
tile and food industries (Ho, 2017). Moreover, regarding 
hourly variation, PM2.5 concentrations in HCM City tend 
to increase during the morning and evening rush hours 
(Hien et al., 2019), lasting from 7–9 a.m. and 5–7 p.m., 
respectively, due to the higher density of transportation 
vehicles during these periods (Nguyen et al., 2023a; Hien 
et al., 2019; Hoa, 2023).  
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2.2. Collection and preprocessing of PM2.5 
concentrations
This study considered hourly mass concentrations of PM2.5 
downloaded from the AirNow network (https://www.
airnow.gov). The monitoring site is at the US Consultant 
in HCM City (latitude: 10.78° N and longitude: 106.7° E), 
surrounding by several prominent roads of District 1, HCM 
City (Figure 1). The data period considered in this study 
is from January 1, 2018 to December 31, 2022. To ensure 
data quality, only valid values passing quality control were 
further used in this study. The invalid concentrations, in-
cluding null, outliers, and negative values, were treated 
as missing data, which accounted for approximately 3% 
of the dataset. The missing concentrations were filled in 
using linear regression algorithm, meaning that they were 
estimated using linear regression algorithm built from the 
series of PM2.5 concentrations over the whole study pe-
riod. Particularly, monitoring days with over 10 missing 
values were eliminated for data quality assurance.

Figure 1. Map of the PM2.5 monitoring site in HCM City, 
Vietnam

2.3. Model overview 
Figure 2 illustrates the approach for predicting PM2.5 con-
centrations used in this study. We first utilized the Min-
MaxScaler technique to scale the original input data (i.e., 
PM2.5 concentrations over the study period) to a range 
between 0 and 1. Next, the normalized data were trans-
formed into a supervised learning format, enabling the 
training of ML or DL models. Finally, we proposed and 
implemented the statistical and machine learning models 
to train and evaluate the performance of the system based 
on the processed input data.

To be more specific, we presented a univariate ap-
proach for predicting PM2.5 concentrations. The input for 
our prediction models consisted only of PM2.5 concentra-
tions, which also served as the target variable. To repre-
sent the normalized data for regression-based supervised 
learning, we generated lagged versions of the features 
from the input PM2.5 time series data, allowing us to cap-
ture temporal dependencies. 

Specifically, PM2.5 concentrations from previous time 
steps (i.e., the preceding 24 hours) are utilized as input 
features to predict concentrations for the following hours. 
We then combine these lagged features to construct a 
supervised learning dataset. Each row in this dataset com-
prises the input features from previous time steps along-
side the corresponding target value, which is the PM2.5 
concentration for the following hour. Figure 3 describes an 
example of the transformation from the original univariate 
data to the input feature set for supervised learning using 
a timestep of 5.

Figure 3. An example of the transformation from univariate 
data to the input feature set for supervised learning with a 
timestep of 5

Regarding the statistical and ML models, several mod-
els were applied to predict PM2.5 concentrations, includ-
ing ARIMA, ML (LR and RF), and DL (LSTM, Bi-LSTM, and 
hybrid model combining CNN and Bi-LSTM).

2.3.1. Autoregressive integrated moving average 
(ARIMA)

The ARIMA model integrates autoregressive (AR) and 
moving average (MA) processes. Regarding the ARIMA (p, 
d, q) process, d represents the number of times the series 

tY  (e.g., PM2.5 concentrations) needs to be differenced to 
become a stationary series, p denotes the autoregressive 
order, and q denotes the moving average order. Both p 
and q are orders corresponding to the differenced sta-
tionary series. In this study, the (p, d, q) parameters for 
the ARIMA model are derived from the experimental data-

Figure 2. Approach for the prediction of PM2.5 concentrations using statistical and machine learning models in this study
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set itself. The estimation of the ARIMA model is achieved 
through the method of maximum likelihood estimation 
(MLE). More details on the ARIMA model can be found 
elsewhere (Wang et al., 2017; Nath et al., 2021).

2.3.2. Linear regression (LR) and random forest (RF)  

We also examined two fundamental ML approaches for 
time series analysis, including linear regression (LR) and 
random forest (RF). The LR model examines the relation-
ship between a dependent variable and one or more in-
dependent variables over time, aiming to find the best-
fitting linear line that minimizes the difference between 
the observed data and the predicted values (Harishkumar 
et al., 2020). 

For the RF, it is a well-known ensemble modelling 
method in ML utilizing bagging (bootstrap aggregating) 
to decrease variance and enhance the stability of predic-
tions (Feng et al., 2020). This is achieved by training several 
decision tree models on varying subsets of the training 
data, accomplished by repetitively resampling the training 
dataset with replacement. For regression tasks, the aver-
age of all predictions is taken as the final output of the 
ensemble. To be more specific, the RF builds an ensemble 
of decision trees based on the bagging technique to pre-
dict future values within a time series. Each tree makes 
predictions at a specific point in the future, which are then 
combined using methods such as averaging to generate 
the final ensemble prediction. However, it is worth not-
ing that the RF model can be complex and require higher 
computational cost (Bontempi et al., 2013).

2.3.3. Long-short term memory (LSTM) and 
bidirectional LSTM (Bi-LSTM)

Long Short-Term Memory (LSTM) falls within the category 
of recurrent networks, a category of artificial neural net-
works in which node connections create a directed graph 
over a sequential progression. One notable benefit of the 
LSTM model is its capacity to capture patterns and rela-
tionships from both past and future contexts in a data se-
quence. In other words, LSTM model can learn long-term 
dependencies within the input data (Wang et al., 2017, 
2021; Hamami & Dahlan, 2020). An ordinary LSTM unit 
consists of a cell, along with an input gate, an output gate, 
and a forget gate. The cell retains information across vari-
ous time spans, whereas the three gates control the data 
movement into and out of the cell. More details on LSTM 
model can be seen elsewhere (Sherstinsky, 2020; Hamami 
& Dahlan, 2020).  

Furthermore, combining both past and future contexts 
within the LSTM can yield improved outputs and thus 
provide better information to neighboring elements. Con-
sequently, we can combine two LSTMs in two opposite 
directions, for instance, one forward and one backward, 
and combined them into a unified framework known as 
as bidirectional LSTM (Bi-LSTM). This allows for the exploi-
tation of information from the input feature sequence or 
series in both directions (Siami-Namini et al., 2019).

2.3.4. Hybrid convolutional neural network and  
Bi-LSTM model

To enhance the performance of the PM2.5 concentration 
prediction system, we introduced a hybrid model combin-
ing the convolutional neural network (CNN) and Bi-LSTM, 
called CNN+Bi-LSTM. Because the input PM2.5 concentra-
tion data were univariate (one-dimensional time series 
data), we used a one-dimensional CNN (1D-CNN) to learn 
features from the input data. The Bi-LSTM was then fed 
these features to take advantage of the past and future 
contexts of the input PM2.5 concentration time series data. 
The network configuration summary for PM2.5 concentra-
tion prediction is displayed in Figure 4. 

Figure 4. A hybrid CNN+Bi-LSTM model using Keras 
framework

2.4. Experiment setup 
The Auto ARIMA and Grid Search functions were utilized 
to identify the optimal parameters for the ARIMA and ML 
models. (i.e., LR and RF models), respectively. The ARIMA, 
ML (LR and RF), and DL (LSTM, Bi-LSTM, and CNN+Bi-
LSTM) models were implemented using the ‘auto_arima’, 
‘sklearn’, and Keras frameworks, respectively. A summary 
of these model hyperparameters is shown in Table 1. In 
addition, the dataset was divided into training and test 
sets for model running. Two experiments were set up in 
this study. For the first one, the hourly PM2.5 concentra-
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tions from 00h January 1, 2018, to 23h December 31, 2020 
were used as training data and the PM2.5 concentrations in 
2021 (00h January 1 – 23h December 31) were considered 
as test data. Regarding the second experiment, the hourly 
PM2.5 concentrations from 00h January 1, 2018 to 23h De-
cember 31, 2021 were used as training data. The PM2.5 
concentrations in 2022 (00h January 1 – 23h December 31) 
were used as test data in the second experiment. 

Table 1. Hyperparameters of the models used on this study

Hyperparameter Value Hyperparameter Value

ARIMA LSTM

Number of time-
lags (p) 1–5 Model Initialization Sequ-

ential
The order of 
moving average (q) 1–5 Number of units in 

the LSTM layer 64

The order of first 
differencing (d) 1 Dropout 0.2

LR Number of units 
Dense Layer 1

fit_intercept True Optimizer ‘adam’
n_jobs –1 Loss functions ‘mae’

RF Bi-LSTM

n_jobs –1 Model Initialization Sequ-
ential

max_depth 9 Number of units in 
the Bi-LSTM layers 128, 64

max_features ‘auto’ Dropout 0.2

estimators 100 Number of units 
Dense Layer 1

CNN+Bi-LSTM Optimizer ‘adam’

Number of filters of 
1D Conv layer 256 Loss functions ‘mae’

Kernel size of Conv 
layer 1

Number of units in 
the Bi-LSTM layers 256

Dropout rate 0.2
Number of units of 
dense layers

64, 
32, 1

Optimizer ‘adam’
Loss functions ‘mae’

2.5. Evaluation metrics 
For the evaluation of model performance, several evalua-
tion metrics were used, including coefficient of determina-
tion (R2), mean absolute error (MAE), mean squared error 
(MSE), root mean squared error (RMSE), and mean abso-
lute percentage error (MAPE). Equations of these evalua-
tion metrics are expressed below:
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where yi is the monitored PM2.5 concentrations; iy  de-
notes the arithmetic mean concentration of the moni-
tored PM2.5; ˆ iy  is PM2.5 concentrations predicted by the 
models. In general, the higher R2 values (i.e., close to 
a unity) or the lower error values suggest better model 
performance. 

2.6. Computation of air quality index (AQI)
To test the suitability of PM2.5 concentrations estimated by 
the best performance model for further applications, the 
modeled results were used to compute the air quality in-
dex (AQI), representing pollution levels of the ambient air 
associated with human health. The hourly and daily AQIs 
of PM2.5 were calculated following the technical guideline 
for calculation of Vietnamese AQI (VN_AQI) (VEA, 2019). In 
short, according to the value, VN_AQI is classified into six 
levels of concern, which are: good (<50), moderate (51–
100), unhealthy for sensitive group (101–150), unhealthy 
(151–200), very unhealthy (201–300), and hazardous (301–
500). The VN_AQI were computed using the Nowcast con-
centrations, the weighted PM2.5 concentrations calculated 
from those at the preceding 12 hours of the considered 
hour. More details on the VN_AQI computation are de-
scribed elsewhere (VEA, 2019). 

3. Results and discussion 

3.1. Description of PM2.5 concentrations and 
AQI 
The statistical analysis of PM2.5 concentrations in HCM City 
used in this study is described in Table 2.

As shown in Table 2, PM2.5 concentrations in HCM City 
experienced a decreasing trend from 2018 (mean±SD: 
26.31±12.13 μg/m3) to 2022 (mean±SD: 23.80±11 μg/m3). 
However, no statistically significant difference in the PM2.5 
concentrations of the target years was found (one-way 
ANOVA on ranks, p > 0.05). The SD, indicating variability 
in the data, showed the highest variability in hourly data 
(SD: 13.44–17.65 μg/m3) compared to 24-hour averages 
(SD: 9.31–12.36 μg/m3), reflecting the more fluctuation of 
PM2.5 concentrations in HCM City regrading hourly varia-
tion. In addition, PM2.5 concentrations in HCM City met 
the PM2.5 concentration threshold issued by Vietnamese’s 
government (24-hour level: 50 μg/m3) (Ministry of Natural 
Resources and Environment, 2013). However, compared 
to the WHO’s guideline on air quality, concentrations of 
PM2.5 in HCM City mostly exceeded the threshold (24-hour 



Journal of Environmental Engineering and Landscape Management, 2024, 32(4), 292–304 297

level: 15 μg/m3) (World Health Organization, 2021) over 
the study period.

The monthly mean concentrations of PM2.5 from 2018 
to 2022 are illustrated in Figure 5. The highest concen-
trations of PM2.5 tended to be found in the dry season, 

especially in November, January, and February. Added to 
this, the PM2.5 concentrations were lower in the rainy sea-
son, especially the period of July to September (Figure 5). 
During the rainy season, the rainfall levels in HCM City 
increase significantly, and the higher rainfall amount would 
result in wet deposition of PM2.5, which contribute to a 
decline of PM2.5 concentrations in the rainy season (Hien 
et al., 2019). 

Regarding hourly variation, the concentrations of 
PM2.5 generally followed a similar trend throughout the 
year. Specifically, the concentrations reached their low-
est values around 1–2 a.m., then continuously rose and 
peaked at 9 a.m. (Figure 6). Moreover, the concentrations 
of PM2.5 decreased gradually after the peak, which could 
be attributed to a fall in traffic density (i.e., the number 
of vehicles) after the morning rush hours. Additionally, 
the lower PM2.5 concentrations might be influenced by 
meteorological conditions, such as the expansion of the 
planetary boundary layer in the afternoon, which en-
hances the dispersion of air pollutants and contributes 
to the decrease in PM2.5 concentrations (Nguyen et al., 
2023a; Hien et al., 2019). 

Table 2. Statistical description of PM2.5 concentrations (μg/m3) in HCM City over the study period

Year
24-h average Hourly 

Mean SD Median Min Max Mean SD Median Min Max 

2018 26.31 12.13 23.46 3.40 68.08 26.31 17.65 22.00 1.00 168.00
2019 25.79 12.36 22.73 3.25 98.32 25.82 17.20 21.00 1.00 196.00
2020 23.17 9.31 21.31 7.46 63.58 23.17 13.90 20.00 1.00 132.00
2021 22.37 10.86 20.04 6.96 87.42 22.38 14.89 19.00 1.00 167.00
2022 23.80 11.00 20.88 7.29 125.00 23.64 13.44 20.02 1.00 147.00

2018–2022 24.32 11.32 21.75 3.25 125.00 24.43 16.05 20.00 1.00 196.00

Note: SD: standard deviation.

Figure 5. Monthly mean concentrations of PM2.5 in HCM 
City in 2018–2022 

Figure 6. Mean concentrations of PM2.5 with respect to monthly and hourly variations

          a) Monthly and hourly variation b) Hourly variation
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Notably, hourly mean concentrations of PM2.5 in sev-
eral months, consisting of January, February, October, No-
vember, and December, were obviously higher than those 
in the others (Figure 6). An explanation would be because 
these months tended to have the lower rainfall amount, 
leading to the prolonged occurrence of atmospheric pol-
lutants (e.g., PM2.5). Furthermore, the lower ambient air 
temperature in such months (Nguyen et al., 2023a, 2023b) 
would possibly contribute to an increase of PM2.5 concen-
trations because air pollutants tend to more accumulate 
near the ground surface as a result of the lower air mixing 
height derived from the lower ambient air temperature 
(Nguyen et al., 2023a).  

Figure 7 illustrates the hourly VN_AQI values of PM2.5 
in HCM City shown for each month. The VN_AQI values 
below 50 and in the range of 50–100 indicate good and 
moderate air quality, respectively. As shown in Figure 7, 
the AQI values were generally lower in the period from 
April to October and ranged from 30 to 60, indicating bet-
ter air quality in HCM City. Additionally, from November 
to February of the following year, AQI values increased, 
reflecting worse air quality during this period. These ob-
servations were also in line with the temporal variation of 
PM2.5 concentrations mentioned above.

Figure 7. Hourly mean values of PM2.5 air quality index 
(VN_AQI) shown for each month over the study period

3.2. Prediction of PM2.5 concentrations  
A total of six models, including ARIMA, LR, RF, LSTM, Bi-
LSTM and hybrid CNN+Bi-LSTM, were trained and tested 
for the prediction of PM2.5 concentrations. The perfor-
mance of these models is described in Table 3 and Fig-
ure 8. 

As shown in Table 3, the predicted results of all models 
would be regarded as having reasonable prediction ac-
curacy because their MAPE values ranged between 29% 
and 40% (Kumari & Singh, 2023). Traditional models like 
ARIMA and LR proved less effective in handling the non-
linear patterns in PM2.5 concentration data, as indicated 
by their higher error metrics and percentage errors. The 
ARIMA model showed the worst performance because it 
had the lowest R2 value (0.58–0.64) and the highest error 
values (MAE: 5.55–6.00., MSE: 73.1–77.7., RMSE: 8.55–8.82., 
and MAPE: 30%–41%). This would be because prior to be-
ing added into the ARIMA, the PM2.5 concentrations were 
differentiated to obtain stationary status, reflecting a time-
independent state. The concentration differentiation could 
lead to information loss, leading to the worse performance 
of ARIMA compared to that of the other models (Kumari 
& Singh, 2023). Moreover, there were more underesti-
mated concentrations in ARIMA than in the other models 
(Figure 8), indicating that ARIMA may not be an appro-
priate univariate time series model for predicting PM2.5 
concentrations in HCM City. Several previous studies also 
reported the underperformance of ARIMA, compared to 
ML models, in estimating pollutant concentrations (Kumari 
& Singh, 2023; Wu et al., 2021; Ma et al., 2020). 

The evaluation metrics of the LR and RF models were 
approximately 0.60–0.70, 5.45–5.65, 66.4–68.8, 8.15–8.30, 
and 30%–40% for the R2, MAE, MSE, RMSE, and MAPE, 
respectively (Table 3). Added to this, the prediction of 
these two models was more accurate in the early stages, 
then declined in the rest of the testing period, especially 
in July–October (Figure 9). The LR model is appropriate for 
predicting continuous data (i.e., hourly PM2.5 concentra-
tions); thus, the performance of the LR model was better 
than that of ARIMA. The RF model showed better perfor-
mance compared to LR because RF is an ensemble model, 

Table 3. Evaluation metrics of the models

Model R2 MAE MSE RMSE MAPE Model R2 MAE MSE RMSE MAPE

Experiment 1 
(Training data: 2018–2020, Test data: 2021)

Experiment 2
(Training data: 2018–2021, Test data: 2022)

ARIMA 0.64 6.00 77.7 8.82 41% ARIMA 0.58 5.55 73.1 8.55 30%

LR 0.70 5.65 66.4 8.15 40% LR 0.61 5.47 68.8 8.29 30%

RF 0.69 5.64 66.7 8.17 40% RF 0.62 5.44 67.2 8.20 30%

LSTM 0.70 5.51 65.8 8.11 37% LSTM 0.62 5.36 68.4 8.27 29%

Bi-LSTM 0.70 5.51 65.6 8.09 37% Bi-LSTM 0.62 5.38 68.6 8.28 29%

CNN+ 
Bi-LSTM 0.70 5.52 65.4 8.08 37% CNN+ 

Bi-LSTM 0.62 5.37 67.5 8.21 29%
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combining multiple regressors to improve prediction ac-
curacy. 

Furthermore, models capable of capturing temporal 
dependencies, such as LSTM, Bi-LSTM, and CNN+Bi-LSTM, 
showed the best performance, particularly in reducing per-
centage errors (i.e., the lowest MAPE) (Table 3). All these 
models achieved the R2 value of 0.62–0.70, demonstrating 
a robust capability to predict variance in PM2.5 concentra-
tions. The superior performance of DL models, compared 
to ML models such as RF and LR, has also been noted in 
several previous studies (Kumari & Singh, 2023; Rakholia, 
et al., 2022; Minh et al., 2021; Ma et al., 2020). The hybrid 
model CNN+BiLSTM showed the best performance among 
the models and had the lowest prediction errors (R2: 0.62–
0.70., MAE: 5.49., MSE: 64.8., RMSE: 8.04., MAPE: 37%). This 
is because CNN+Bi-LSTM can learn features and capture 
long-term PM2.5 concentrations, meaning that it could 
memorize the past and present values and then use them 
as input for estimating the subsequent concentrations. 
However, the LSTM model still miscomputed PM2.5 con-
centrations at some points (i.e., October 8th to 22nd, 2021) 
(Figures 8 and 9). Thus, an increase in data volume, such 
as the number of input features, is suggested in further 
studies to improve the model’s performance. 

3.3. Calculation of VN_AQI using the 
predicted PM2.5 concentrations 
The predicted PM2.5 concentrations from the best-
performing model (i.e., CNN+Bi-LSTM) were used to 
calculate the VN_AQI, considering hourly PM2.5 con-
centrations (hereafter VN_AQIPM2.5), to check the suit-
ability of the estimated results for further applications. 
The predicted PM2.5 concentrations in two experiments 
were considered. Based on the VN_AQIPM2.5 values, the 
air quality was classified into several levels, including: 
(1) good, (2) moderate (i.e., air quality is acceptable 
and air pollution can negatively affect sensitive groups 
such as elders and children), (3) unhealthy for sensitive 
groups, (4) unhealthy (i.e., air pollution can negatively 
affect human health and sensitive groups having severe 
health problems), (5) very unhealthy (i.e., air pollution 
can potentially have a severe impact on human health), 
(6) hazardous (i.e., air pollution is likely to have a severe 
effect on human health) (VEA, 2019). The concern levels 
of VN_AQIPM2.5 identified using the predicted and moni-
tored PM2.5 concentrations (hereafter predicted and 
monitored VN_AQIPM2.5, respectively) were compared 
and visualized in Figure 10.  

Figure 8. Scatter plots of the monitored and predicted PM2.5 concentrations 

a) ARIMA, experiment 1 b) ARIMA, experiment 2 c) LR, experiment 1 d) LR, experiment 2

e) RF, experiment 1 f) RF, experiment 2 g) LSTM, experiment 1 h) LSTM, experiment 2

i) Bi-LSTM, experiment 1 j) Bi-LSTM, experiment 2 k) CNN+Bi+LSTM, experiment 1 l) CNN+Bi+LSTM, experiment 2



300 T. N. T. Nguyen et al. Statistical and machine learning approaches for estimating pollution of fine particulate matter (PM2.5) in Vietnam

Figure 10 shows that the strongest degree of agree-
ment between predicted and monitored VN_AQIPM2.5 was 
observed for the ‘good air quality’ level, corresponding to 
a VN_AQIPM2.5 value lower than 50. The levels of ‘moder-
ate air quality’ and ‘unhealthy for sensitivity group’ also 
experienced the high and moderate degree of agreement, 
accounting for approximately 80% and 55%, respective-
ly. Interestingly, the ‘unhealthy air quality’ level had the 
moderate degree of agreement (i.e., 63%) when using the 
predicted PM2.5 concentrations of experiment 1 (train-
ing data: 2018–2020, test data: 2021). However, regard-
ing the experiment 2 (training data: 2018–2021, test data: 
2022), the degree of agreement at this level declined by 

approximately threefold (i.e., 28%). This could be due to 
the higher prediction errors (Table 3) and the more over-
estimated values produced by the CNN+Bi-LSTM model in 
experiment 2 (Figure 8l). 

Regarding the VN_AQIPM2.5 calculated from the moni-
tored PM2.5 concentrations (i.e., the monitored VN_AQ-
IPM2.5), air quality classified as ‘unhealthy’ and ‘unhealthy 
for sensitive groups’ was mainly observed from January to 
April and November to December (Figure 11). Additionally, 
from May to October, the air quality was likely to be better 
as the monitored VN_AQIPM2.5 was frequently determined 
to be good and moderate, corresponding to air quality 
categories 1–3. 

Figure 9. Comparison of the monitored and predicted PM2.5 concentrations shown as daily averages over the test period in 
2021 

a) ARIMA b) LR

c) RF d) LSTM

e) BF_LSTM f) CNN+Bi+LSTM
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Figure 10. Heatmap of the concern levels from the predicted and monitored VN_AQIPM2.5. The percentage represents the 
degree of agreement between the predicted and monitored VN_AQIPM2.5

Figure 11. Percentage of the concern levels acquired from the monitored and predicted VN_AQIPM2.5 shown in individual 
months of the test period

       a) Experiment 1       b) Experiment 2

       a) Monitored (in 2021) b) Predicted (experiment 1)

      c) Monitored (in 2022) d) Predicted (experiment 2)
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The results also revealed that the VN_AQIPM2.5 values 
calculated from the predicted PM2.5 concentrations highly 
matched those from the monitored concentrations (Fig-
ures 11b and 11c). Additionally, regarding experiment 2 
(training data: 2018–2021, test data: 2022), the VN_AQIPM2.5 
values were overestimated for the ‘unhealthy for sensitive 
groups’ category in January and December (Figures 10 and 
11d). This observation could be due to the differences be-
tween the monitored and predicted concentrations of PM2.5 
as mentioned previously, that is, some concentration peaks 
were underestimated by the CNN+Bi-LSTM model (Fig-
ure 9f). However, the results of this study reflect the capabil-
ity of using PM2.5 concentrations predicted by the ML and/
or DL models for further applications, such as identifying the 
VN_AQIPM2.5 and concern levels for human health.

Moreover, an improvement in the model’s perfor-
mance can contribute to a more accurate determination 
of air quality categories. Further studies are suggested to 
add more input features (e.g., meteorological variables) 
into the models. Other DL models, as well as combinations 
of DL and other models, can also be considered to provide 
better predictions. 

4. Conclusions

To sum up, this study used a total of six models, includ-
ing ARIMA, LR, RF, LSTM, Bi-LSTM, and CNN+Bi-LSTM, for 
univariate time series prediction of hourly concentrations 
of PM2.5 in HCM City, Vietnam. The results showed that 
CNN+Bi-LSTM, a DL model, outperformed the others be-
cause it has the capability of memorizing information over 
long sequences, such as time series data. The predicted 
concentrations from this model were also used to calculate 
VN_AQIPM2.5, the Vietnamese air quality index for PM2.5, 
to check the appropriateness of the predicted results for 
further applications. Consequently, the average MAPE was 
34%, and some air quality categories were misidentified 
because of errors in the concentration prediction. Based 
on these findings, it is suggested that the predicted values 
can be used for further applications, such as AQI identifi-
cation. However, the model’s performance should be im-
proved by increasing the data volume, including the num-
ber of input variables. Another option is to consider other 
hybrid DL algorithms to enhance the prediction accuracy 
of the models. Overall, this study contributes to a better 
understanding of statistical and ML model applications in 
the monitoring of air pollutants.
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