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predictions using fully coupled ocean–atmosphere general 
circulation models (GCMs). These models have demon-
strated skill in forecasting at global or continental scales 
(Tian et al., 2014) but it is too early to claim that current 
long-range models are perfected to a sufficient degree. 
Forecasts are often unreliable even when they have been 
initialized for the next month, or the next three-month 
period, let alone for longer stretches of time (Weart, 2008; 
Troccoli, 2010). Despite that, however, obvious progress 
has been made in forecasting the weather of upcoming 
months (Weisheimer & Palmer, 2014; Baker et al., 2018a, 
2018b). The last several years have seen a fairly rapid in-
crease in the reliability of forecasting models, while new-
er versions currently under development, as well as our 
growing understanding of the complex atmospheric and 
water processes, give rise to the hope that over the next 
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pheric circulation conditions at the time of initialization of the respective forecasts.
	X The accuracy of forecasts was performed in accordance with range, state and the absolute error of the respective pre-

dicted anomaly of air temperature and precipitation.

Abstract. The objective of this paper is to assess the accuracy of air temperature and precipitation monthly and seasonal 
forecasts generated for the territory of Lithuania using the NOAA’s Climate Forecast System, version 2 (CFSv2) and to 
determine the atmospheric circulation conditions present at the time of initialization of the respective forecasts. The air 
temperature and precipitation data are obtained from three-month mean and monthly mean spatial anomalies during the 
period between 2012 and 2019. The accuracy of forecasts was performed in accordance with three criteria: range, state 
and the absolute error of the respective predicted anomaly. The study has shown that forecasts initialized 0–20 days in 
advance of the target month or season tend to be the most skilful. The accuracy of CFSv2 forecasts may be significantly 
impacted by the initial atmospheric circulation conditions present during the generation thereof. The study determined 
which phases of Arctic Oscillation (AO) and North Atlantic Oscillation (NAO) and which circulation types according to 
the Hess-Brezowsky classification are favourable/unfavourable for the monthly and seasonal forecasting of air temperature 
and precipitation.

Keywords: air temperature, atmospheric circulation, climate forecast system, environment monitoring, precipitations 
anomalies, accuracy of forecasts.

Introduction

The need for skilful monthly and seasonal forecasts of 
air temperature and precipitation anomalies have grown 
around the world. Such forecasts are necessary both for 
planning work of environment monitoring and making 
decisions in most economic sectors. For instance, having 
knowledge that summer will be relatively dry would allow 
for the accumulation of water reserves and the sowing of 
drought-resistant crops in the spring. 

Dynamical and statistical models have been developed 
for seasonal forecasting. Weather and climate forecast 
centers such as the National Centers for Environmental 
Prediction (NCEP), the European Centre for Medium-
Range Weather Forecasts (ECMWF), Met Office’s sea-
sonal forecast system GloSea5 and other make dynamical 
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decades weather forecasts for several months in advance 
could see some notable improvements (Barnston & Tip-
pett, 2013; Saha et al., 2014; Powers et al., 2017; Dobrynin 
et al., 2018). Successful seasonal forecasting of the winter 
NAO/AO has been demonstrated recently by dynamical 
prediction systems (Scaife et al., 2014; Baker et al., 2018b). 
It is found that the initial upper stratospheric zonal wind 
anomaly contributes to winter North Atlantic Oscillation 
and Arctic Oscillation (NAO/AO) predictability through 
downward propagation of initial conditions (Nie et  al., 
2019; Lee et al., 2020a).

A major step forward in monthly and seasonal fore-
casting was taken in 2004 when NOAA’s National Cent-
ers for Environmental Prediction (NCEP) introduced the 
first long-range forecasting model of its generation called 
CFSv1. This was the first quasi-global (i.e., not inclusive 
of polar and surrounding regions), fully digital ocean-
atmosphere-earth model used to conclude seasonal fore-
casts (Reeves & Gemmill, 2004; Saha et al., 2006).

Progress in the area of long-range forecasting did not 
stop there. In March 2011, the NCEP introduced the new 
digital second-generation global ocean-atmosphere-earth 
model called CFSv2. The new model features much more 
advanced physics, improved resolution, and better overall 
accuracy of forecasting seasonal climate anomalies. Fur-
thermore, it also includes a new four-level (10, 30, 60, and 
100 cm) soil model block (Saha et al., 2013), an interactive 
three-level ice sheet model (containing two sea ice levels 
and one of snow cover), and a CO2 concentration fluc-
tuation model, because CO2 concentration in the CFSv1 
model was fixed at the 1988 level (Peng et al., 2013). In 
addition, the already existent atmospheric part of the CFS 
model was provided with a prognostic cloud and liquid 
water model, a model of the annual cycle of solar radia-
tion, the mountain blocking effect (highly important for 
the purposes of forecasting the amount of precipitation), 
and convective gravity wave drag (Sigmond et al., 2013, 
Saha et  al., 2014). A new data assimilation system that 
improves consistency between the model, input data, and 
other initial conditions was developed specifically for the 
new CFSv2 model (National Academies of Sciences, Engi-
neering, and Medicine, 2016). The CFSv2 model focussed 
mostly on forecasts of air temperature and precipitation 
anomalies based on reanalysis of data for the period be-
tween 1982 and 2010. Analyses of the accuracy of the 
CFSv2 model forecasts have shown a marked global and 
regional improvement, as compared to the old CFSv1 
model (Yuan et al., 2011; Saha et al., 2013). 

The accuracy of monthly and seasonal regional fore-
casts of air temperature and precipitation anomalies can be 
determined by the atmospheric circulation conditions pre-
sent during the initialization of the respective forecast: sea 
level pressure, isobaric surface anomalies, and the block-
ing of western flows (Häkkinen et al., 2011, Weisheimer & 
Palmer, 2014; Powers et al., 2017). The physical processes 
that can reduce forecast accuracy are generally associ-
ated with atmospheric instabilities and weather regime 

transitions. Their low frequency, large spatial scale, and 
sensitivity to tropical and stratospheric conditions point 
to processes that can matter for subseasonal predictions 
and beyond (Mariotti et al., 2020).

In North and Central Europe atmospheric circula-
tion is mostly affected by processes taking place in the 
northern part of the Atlantic Ocean and the Arctic (Hahn 
et al., 2018; Kendzierski et al., 2018). As a physical body, 
the ocean accumulates significantly more thermal energy 
and releases it slower than the atmosphere, while sea gla-
ciers in the Arctic cool the surrounding environment and 
give rise to circumpolar vortices (National Oceanic and 
Atmospheric Administration. Climate Prediction Center. 
National Weather Service [NOAA CPC NWS], 2020a, 
2020b). The atmospheric pressure centres formed over the 
North Atlantic and Arctic oceans lead to various oscil-
lations, two of which, namely the NAO and the AO, are 
the most relevant to the Baltic Sea Region. This occurs 
because the North Atlantic pattern also influences the po-
sition and strength of polar-front jet stream and therefore 
modulates the impact of the NAO/AO on e.g. tempera-
ture and precipitation over parts of Europe (Woollings & 
Blackburn, 2012; Parker et al., 2019).

The strength of a spatial pattern of surface pressure 
variability and development of the atmospheric centres 
of action are influenced by different factors, such as fluc-
tuations in solar activity, El Niño–Southern Oscillation 
(ENSO), Quasi-Biennial Oscillation (QBO), and others 
(Labitzke et al., 2006; DiNezio et al., 2017; Albers & New-
man, 2019). The effects of ENSO are felt across the globe, 
for instance, during the warm phase, atmospheric circula-
tion in the North Atlantic region typically resembles the 
negative phase of the NAO (Li & Lau, 2012) in winter. 
Other global-scale processes and feedbacks in the climate 
system are, of course, no less important. The impact of 
the NAO/AO is also dependent on the QBO: the impact 
during the eastern phase of the QBO is felt in larger ter-
ritories and reaches higher altitudes, whereas during the 
western phase of the QBO, the impact signal is more local 
(Kuroda 2007; Akstinas & Bukantis, 2015). NAO fluctua-
tions and the long-term anomalies thereof lead to condi-
tions favourable to the development of long-term weather 
anomalies within the Baltic Sea Region (Bukantis & Bartk-
eviciene, 2005; Mickevičius & Bukantis, 2013). The impact 
of the NAO/AO on weather conditions and forecast accu-
racy is at its strongest during the cold season. For example, 
verification results show that, in the medium range, EC-
MWF ensemble forecasts initiated in the negative phase of 
NAO are the most skilful and the least skilful forecasts are 
mainly associated with missing the transitions to a block-
ing regime circulation (Ferranti et al., 2015).

Although the AO resembles the North Atlantic Oscil-
lation in many respects, it shows some unique characters 
in the Polar region and North Pacific. There are two main 
differences: the NAO has no centre of action in the Pa-
cific, and the AO has a broader centre of action over the 
polar cap, giving it a more zonally symmetric appearance 
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(Thompson & Walace, 2000). Furthermore, the AO repre-
senting sea level pressure anomaly field over the domain 
poleward of 20°N of cold season is more strongly coupled 
to surface air temperature fluctuations over the Eurasian 
continent than the NAO (Wang et al., 2005; Gong et al., 
2018; Lee et al., 2020a).

The atmospheric circulation patterns behind weather 
anomalies in different parts of Europe can be described 
using the Hess-Brezowsky classification (James, 2007; 
Planchon et al., 2009). Previous studies have found that if 
subtypes of meridional circulation (except for the trough 
over Central Europe) are present during the warm season, 
Lithuania tends to experience more frequent high tem-
perature anomalies, and when these subtypes are present 
during the cold season, cold anomalies occur (Bukantis & 
Paulauskaitė, 2001). Meanwhile, significant precipitation 
usually happens in the presence of the cyclonic westerly 
subtype (WZ) of zonal circulation (Rimkus et al., 2011). 
Studies on the accuracy of CFSv2 model forecasts for 
small regions and the link of the accuracy with atmos-
pheric circulation are still lacking. The aim of the present 
study was to assess the accuracy of air temperature and 
precipitation anomaly CFSv2 model forecasts (with a lead 
time of 0–170 days) within the territory of Lithuania, as 
well as the atmospheric circulation conditions behind it 
in accordance with the NAO and AO indices, and Hess-
Brezowsky classification data. 

1. Materials and methods

Observed monthly air temperature and precipitation 
amount anomalies have been calculated from 18 Lithuani-
an meteorological stations (MS) (Figure 1). The study pe-
riod was February 2012–January 2019. The initial data of 
the monthly precipitation amount and mean air tempera-
ture anomalies calculated with respect to the climatology 
of 1981–2010. In order to avoid potential microclimatic 
effects present at certain individual MS, the data obtained 
from all 18 MS were used to calculate the mean territorial 
anomalies for the entire area of the Republic of Lithuania.

The study used digital data and maps related to the 
monthly and three-month air temperature and precipi-
tation amount anomalies with lead times of 0–170 days 
contained in the data base of CFSv2 (NOAA CPC NWS, 
2020c). The precipitation forecast units, expressed in mil-
limetres per day in the CFSv2 model, were converted into 
precipitation amounts in millimetres over the span of one 
or three months.

The CFSv2 model uses 1×1° grid cells (the edge of the 
grid of the Lithuanian territory is approximately 84 km 
long and has an area of 7,100 km2). Based on the model 
grid, the Lithuanian territory was found to be present in 
16 individual cells (Figure 2).

The range of air temperature and precipitation amount 
anomalies forecasted by CFSv2 for the territory of Lithu-
ania was calculated at the beginning of the analysis. Each 
month of the year, as well as each three month-long sea-
son, had 18 forecasts ensembles with different lead times 
which were prepared every 10 days. Each forecast ensem-
ble consists of 10 members from an initial period of 10 
days. The forecast ensemble with the earliest lead time 
was initialized 179–170 days in advance of the beginning 
forecast period, the next forecast was initialized 169–160 
days in advance, etc. The forecast ensemble with the latest 
lead time was initialized 9–0 days in advance, i.e., at the 
very beginning of the forecasted one-month and three-
months periods. 

The accuracy of forecasts generated with the use of the 
CFSv2 model was assessed using three different methods: 

1. In accordance with the correspondence between the 
ranges of the predicted anomaly (Fmin and Fmax) and ob-
served mean spatial anomaly (Oi). If observed anomaly 
(Oi) falls within the predicted anomaly range (Fmin ≤ Oi ≤ 
Fmax), the prediction is considered valid.

2. In accordance with the correspondence between the 
state (plus/minus) of the predicted and observed anoma-
lies: if Oi < 0 and Fi < 0 or Oi > 0 and Fi > 0, then it is a 
skilful forecast; if Oi < 0 and Fi > 0 or Oi > 0 and Fi < 0, 
then it is an unskilfully forecast. 

3. In accordance with the absolute error (AE) of the 
forecasted anomaly:

Figure 1. Locations of the Lithuanian meteorological stations 
whose data were used in the study

Figure 2. CFSv2 model cells which represent the territory of 
Lithuania and example of forecast temperature anomalies (K)
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where Oi is the observed mean spatial anomaly, Fi is the 
nearest value of the predicted interval, and N is the sample 
size verification. If the forecast is perfectly accurate, then 
AE = 0.

The present study also analyses the relationship be-
tween the skill of forecasts and atmospheric circulation 
prevailing at the time of initialization (initial a period 
of 10 days) of the respective forecasts. Circulation was 
analysed using data for each individual day, namely the 
standardised North Atlantic Oscillation (NAO) and Arctic 
Oscillation (AO) indices, and the types of Hess-Brezowsky 
classification. 

The NAO index is based on the surface sea-level pres-
sure difference between the Subtropical (Azores) High and 
the Subpolar (Iceland) Low. The positive phase of the NAO 
reflects below-normal pressure across the high latitudes of 
the North Atlantic and above-normal pressure over the cen-
tral North Atlantic, the eastern United States and Western 
Europe. The negative phase reflects an opposite pattern of 
pressure anomalies over these regions. Both phases of the 
NAO are associated with changes in the intensity and loca-
tion of the North Atlantic jet stream and storm tracks, and 
in large-scale modulations of zonal and meridional heat 
and moisture transport (NOAA CPC NWS, 2020a). 

AO index is obtained by projecting the AO loading pat-
tern to the daily anomaly 1000 mb height field over 20°N–
90°N latitude. The AO loading pattern has been chosen as 
the first mode of Empirical Orthogonal Function analysis 
using monthly mean 1000 mb height anomaly data from 
1979 to 2000 over 20°N–90°N. When the AO is in its posi-
tive phase, a ring of strong winds circulating around the 
North Pole acts to confine colder air across Polar Regions. 
This belt of winds becomes weaker and more distorted in 
the negative phase of the AO, which allows an easier south-
ward penetration of colder, arctic air masses and increased 
storminess into the mid-latitudes (NOAA CPC NWS, 
2020b). 

The Hess-Brezowsky classification comprises the fol-
lowing three categories: 1) groups of circulation types 
(zonal, mixed, and meridional), 2) major types (GWT), 
and 3) subtypes (GWL) (Werner & Gerstengarbe, 2010). 
The list of Hess-Brezowsky circulation types is given in Ta-
ble 1. The Hess-Brezowsky classification catalogue is freely 
accessible at Wetterportal Orniwetter (Orniwetter, 2020). 

In order to determine which of the atmospheric circu-
lation conditions were favourable or unfavourable to the 
initialization of air temperature and precipitation amount 
anomaly forecasts, we first identified the percentage of ac-
curacy and inaccuracy forecasts with lead times of 30, 20, 
10 and 0 days. Each month of the year, as well as each 
three month-long season, had 4 CFSv2 forecasts ensem-
bles with different lead times which were prepared every 
10 days. The 1st initial period (1st ensemble) is from the 
earliest 10 days (39–30 days before forecast period), the 
2nd initial period (2nd ensemble) is from the second ear-
liest 10 days (29–20 days before forecast period), the 3rd 
initial period (3rd ensemble) is 19–10 days before fore-
cast period and the 4th period (4th ensemble) is from the 
latest 10 days (0–9 days before forecast period). Then we 
calculated the average NAO and AO indices for the re-
spective 10-day periods. An analogous method was also 
applied to analyse the relationships between forecast ac-
curacy and the Hess-Brezowsky classification. It was de-
termined which groups of circulation types and major 
types recorded during the initialization of accuracy and 
inaccuracy forecasts concluded using CFSv2. The relation-
ships between circulation conditions and the accuracy of 
forecasts with lead times of over 30 days were not analysed 
due to the low accuracy thereof.

2. Results

2.1. Verification of monthly spatial anomalies 
forecasts

The present section analyses the accuracy of forecasts of 
monthly-mean air temperature and monthly precipitation 
amount spatial anomalies generated using CFSv2 for the 
territory of Lithuania between 2012 and 2019. 

Figure 3 depicts the variable accuracy of the monthly-
mean air temperature forecasts generated using CFSv2, 
0–170 days prior to the forecasted month. As can be seen 
in the figure, the most accurate air temperature forecasts 
were obtained within 0 days before the beginning of the 
forecasted month (fractions of the correct forecasts by 
anomaly range was 48% and 71% by the type of anomaly). 
The skill of forecasts declines with lead times between 0 
and 40 days, but remains relatively stable afterwards. The 
average accuracy for the entire study period was 31% (by 
anomaly range) and 54% (by anomaly type). The smallest 
absolute error (error module), i.e., the difference between 
the actual and the forecasted air temperature values of 
temperature forecasts generated using CFSv2 was seen 
in forecasts initialized right before the forecasted month 
(lead time of 0 days), in which case the mean error was 

Table 1. List of Hess-Brezowsky circulation types  
(Werner & Gerstengarbe, 2010)

Groups of 
circulation 

types
Major types (GWT) Subtypes (GWL)

Zonal Westerly circulations WA, WZ, WS, 
WW

Mixed South-Westerly circulations
North-Westerly circulations
High over Central Europe
Low over Central Europe

SWA, SWZ
NWA, NWZ
HM, BM
TM

Meridional Northerly circulations
Easterly circulations

Southerly circulations

NA, NZ, HNA, 
HNZ, HB, TRM
NEA, NEZ, HFA, 
HFZ, HNFA, 
HNFZ, SEA, SEZ
SA, SZ, TB, TRW
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0.5  °C. The average error of the monthly-mean air tem-
perature forecasts with different lead times prepared dur-
ing the study period was 1.07 °C. 

Figure 4 depicts the accuracy of the monthly precipita-
tion amount anomaly forecasts 170 days or less prior to 
the forecasted month. It was determined that the most ac-
curate monthly precipitation amount forecasts, just like in 
the case of air temperature forecasts, were obtained with 0 
days left until the beginning of the forecasted month. The 
accuracy of such forecasts based on the anomaly range 
was 51% and 72% in accordance with the type of anomaly. 
During the entire period of study, the average fractions 
of the correct monthly precipitation amount anomaly 
forecasts with different lead times was 37% (by anomaly 
range) and 55% (by anomaly type), i.e., only marginally 
superior to analogous air temperature anomaly forecasts.

The smallest margin of error (error module = 7.9 mm 
per month) between the actual and the forecasted month-
ly precipitation amount anomalies was found with 0 days 
left until the beginning of the forecasted month, while the 
margin of error of monthly precipitation amount anom-
aly forecasts with different lead times was 12.1  mm per 
month. As compared to the climatology of 1981–2010, the 
margin of error during the period between June and No-
vember was 10–13% (with 0 days lead times) and 15–20% 
(with different lead times) of the monthly precipitation 

amount. During the period between December and May, 
it was characterised by a smaller amount of monthly pre-
cipitation, 14–26% and 22–40%, respectively.

2.2. Verification of the seasonal (three-month 
mean) spatial anomalies forecasts

This section analyses the accuracy of forecasts of the 
seasonal (three-month mean) air temperature and three-
month precipitation amount spatial anomaly forecasts 
generated using CFSv2 for the territory of Lithuania be-
tween 2012 and 2019. 

Figure 5 depicts the variable accuracy of the seasonal 
air temperature forecasts generated using CFSv2 170 days 
or less prior to the forecasted season. Calculations have 
shown that the best accuracy seasonal air temperature 
forecasts were obtained 0–10 days prior to the forecasted 
season, in which case the fractions of the correct forecasts 
by anomaly range reached 46–51% and 66–69% by the 
type of anomaly. The average accuracy of the three-month 
mean air temperature anomaly forecasts with different 
lead times was, 39% and 57%, respectively, in accordance 
with both criteria. Compared to monthly air temperature 
forecasts, seasonal forecasts are more accurate by several 
percentage points. Analyses have shown that the lowest 
absolute error (0.34 °C) in the forecasted seasonal air tem-
perature anomalies was obtained with the minimum lead 
time, i.e., 0 days prior to the forecasted season. Warmer-
than-usual seasons allow for more skill forecasting (mean 
absolute error 0.55 °C) than colder-than-normal seasons 
(mean absolute error 0.89 °C). The average margin of ab-
solute error of the seasonal air temperature forecasts with 
different lead times was 0.49 °C, i.e., more than two times 
smaller than that of monthly air temperature forecasts. 

Figure  6 depicts the variable accuracy of the three-
month mean precipitation amount anomaly forecasts 170 
days or less prior to the forecasted season. It was deter-
mined that the most skill precipitation amount forecasts 
were generated 0 and 160 days prior to the forecasted 
season – the accuracy of such forecasts reached 68% by 
anomaly range and 76% by the type of anomaly. The av-
erage fractions of the correct three-month precipitation 
amount anomaly forecasts with different lead times was 

Figure 3. Accuracy (fractions of the correct forecasts in 
percent) of monthly-mean air temperature spatial anomaly 

forecasts generated using the CFSv2 model with different lead 
times for the territory of Lithuania

Figure 4. The same as Figure 3 for monthly precipitation 
amount anomaly forecasts

Figure 5. The same as Figure 3 for seasonal (three-month 
mean) air temperature spatial anomaly forecasts
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61% and 69%, respectively in accordance with both cri-
teria. Such accuracy values are much higher than in the 
case of monthly precipitation amount forecasts. The small-
est margin of error (11.6–12.9 mm per season) between 
the actual and the forecasted values of seasonal amount 
of precipitation were also obtained in cases where the re-
spective forecasts were generated 0 to 160 days prior to 
the forecasted season. The absolute error for precipitation 
amount in forecasts of arid seasons is 29 mm or 33 mm 
during anomalously humid seasons. The average margin 
of error of the accuracy of seasonal precipitation amount 
forecasts with different lead times was 14.4 mm per sea-
son. As compared to the climatology of 1981–2010, these 
margins of error constituted only 5‒7% of the seasonal 
precipitation amount during the period between June 
and November, and 10‒13% of the seasonal precipitation 
amount during the period between December and May. 
Even though the accuracy of seasonal forecasts is superior 
to that of monthly forecasts, it should be noted that the 
range of applicability of the former is much narrower.  

2.3. The relationship between the accuracy of 
forecasts generated using CFSv2 and atmospheric 
circulation

An analysis of atmospheric circulation present during 
the initialization of the monthly air temperature forecasts 
(Table  2) has shown that the most skill forecasts were 
generated when the NAO index was strongly positive >1, 
leading to 58% accuracy, and the AO index was neutral 
between –0.5 and 0, leading to 53% accuracy. Here, the 
accuracy of forecasts was assessed using the first method, 
i.e., based on the correspondence between the range of 
the predicted and observed anomalies. Unfavourable con-
ditions were present when the NAO index was between 
–0.5 and 0, leading to 29% accuracy, and the AO index 
was <–0.5, leading to 32–33% accuracy. According to 
the Hess-Brezowski classification, favourable conditions 
for generating forecasts are created by the westerly GWT 
(repetition 11.9% above the norm), whereas unfavourable 
conditions arise given the dominance of the meridional 
GWT (northerly, easterly and southerly). The list of GWT 
and GWL is given in Table 1.

Results with regards to the seasonal air temperature 
forecasts were slightly different than monthly forecasts 
(Table  2). The most favourable NAO and AO indices 
for the purposes of forecasting were between –0.5 and 0 
leading to 58–65% accuracy. Strongly negative (<–1) and 
positive (>1) NAO and AO phases were found to be un-
favourable to forecasting, leading to 21–42% accuracy of 
the seasonal air temperature forecasts. According to the 
Hess-Brezowski classification, conditions favourable to the 
initialization of seasonal air temperature forecasts were 
present given the dominance of meridional major types 
(their repetition 16.2% higher than multi-year norm) and 
the weakening of the zonal flow in the direction of the 
westerly major type (repetition 8% lower than multi-year 
norm), i.e., opposite to those present during the initializa-
tion of monthly air temperature forecasts.

Table 2. Favourable/unfavourable NAO/AO indices intervals 
for the initialization of monthly and seasonal long-range air 

temperature forecasts for the territory of Lithuania using 
CFSv2. Indices leading to better-than-average accuracy 

(average fractions of the correct forecasts are 41% for monthly 
and 47% for seasonal forecasts) are depicted in light grey

Indices <–1 –1…–0.5 –0.5–0 0–0.5 0.5–1 >1

Accuracy (%) of monthly air temperature forecasts
NAO 47 45 29 37 48 58
AO 32 33 53 42 46 38
Accuracy (%) of seasonal air temperature forecasts
NAO 40 56 58 50 39 21
AO 28 57 65 40 53 42

An analysis of atmospheric circulation present dur-
ing the initialization of the monthly precipitation amount 
forecasts (Table 3) has shown that the most skill forecasts 
were generated given strongly positive (>1) phases of the 
NAO. In such cases forecast accuracy was 58%. Negative 
NAO indices (<–0.5) were found to be unfavourable to 
the precipitation amount forecasts, leading to 32–40% 
accuracy. The most favourable AO indices to forecasting 
monthly precipitation amount were those between 0 and 
–1, and >0.5, leading to 43–58% accuracy. Strongly nega-
tive (<–1) AO indices, as well as AO indices between 0 and 
0.5, were found to be unfavourable to the monthly precipi-
tation amount forecasts, leading to 32–35% accuracy. Ac-
cording to the Hess-Brezowski classification, atmospheric 
circulation favourable to the initialization of precipitation 
amount forecasts was characterised by more frequent oc-
currence of zonal flow direction (westerly GWT), whereas 
unfavourable atmospheric circulation was typified by the 
strengthening (9.9%) of meridional major types.

The most skill seasonal precipitation amount anomaly 
forecasts (Table  3) were found to have been generated 
in the presence of the positive phase of the NAO (>0.5), 
leading to 68% accuracy, whereas negative NAO indices 
(<–0.5) were the least favourable, leading to 47–53% ac-
curacy. Strongly positive (>1) and strongly negative (<–1) 

Figure 6. The same as Figure 3 for seasonal (three-month 
mean) precipitation amount spatial anomaly forecasts
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AO indices intervals were the most favourable to the ini-
tialization of seasonal precipitation amount anomaly fore-
casts, leading to 62–69% accuracy. Neutral values of the 
AO indices (i.e., values between –0.5 and 0.5) were the 
least favourable to forecasting, leading to 52–53% fore-
cast accuracy. According to the Hess-Brezowski classifica-
tion, conditions favourable to the initialization of seasonal 
precipitation amount forecasts were characterised by the 
strengthening (11.4% above multi-year norm) of the me-
ridional GWT, whereas unfavourable conditions were typ-
ified by the strengthening (3.1% above multi-year norm) 
of the westerly GWT. We found no relationships between 
the accuracy of forecasts and the mixed group circulation 
types. 

3. Discussion and conclusions 

In summary, it may be argued that the most accurate fore-
casts generated for the territory of Lithuania using CFSv2 
were concerned with precipitation amount anomalies 
(both monthly and seasonal) followed by forecasts of sea-
sonal and monthly air temperature. Of all the forecasted 
parameters examined, seasonal precipitation amount fore-
casts were most notable because their accuracy was high-
est by all assessment criteria. Results of the present study 
confirm the well-known truth about long-range forecasts 
with lead times of over 20 days, namely the accuracy of 
such forecasts is not yet sufficient, which means that they 
can be used on for practical purposes only after appro-
priate interpretation. The most skill forecasts are not the 
specific forecasted anomaly intervals, but their types, i.e., 
positive anomalies, negative anomalies, or situations close 
to the climatic norm.

The results of the analysis of accuracy of air tempera-
ture forecasts for the territory of Lithuania generated using 
CFSv2 do not always support the outcomes of the previous 
studies. However, in the publications of other authors, a 
different methodology and different criteria are used to 
assess the validity of seasonal forecasts, which makes it 
difficult to compare the obtained results (Weisheimer & 
Palmer, 2014; Ferranti et al., 2015; Kendzierski et al., 2018; 
Lee et al., 2020b). For example, the accuracy of regional 

temperature and precipitation forecasts of the seasonal 
forecast system of the European Center for Medium-
Range Weather Forecasts (ECMWF) all winter predic-
tions of temperatures over Northern Europe fall into the 
“marginally useful” category, whereas in summer the tem-
perature forecasts over Europe are improved. Cold sum-
mer anomalies over Northern Europe classified to have 
“perfect” accuracy (Weisheimer & Palmer, 2014). The re-
sults of the present study show that warmer-than-usual 
seasons allow for more skill forecasting than colder-than-
normal seasons. The accuracy of precipitation forecasts 
generated using ECMWF for winters over Northern Eu-
rope is “not useful” for dry events and “marginally useful” 
for wet events. The accuracy of precipitation forecasts for 
dry summers over Northern Europe is notably “danger-
ously useless” and for wet events – “marginally useful” 
(Weisheimer & Palmer, 2014). In Lithuania the absolute 
error for precipitation amount in forecasts of arid seasons 
generated using CFSv2 is less than during anomalously 
humid seasons. In summary, it can be preliminary stated 
that seasonal precipitation amount forecasts generated 
using CFSv2 for the territory of Lithuania are more skill 
when ECMWF seasonal forecast.

A detailed analysis of atmospheric circulation at the 
time of initialization of CFSv2 forecasts has shown a rela-
tionship between its accuracy with the phases of the NAO 
and AO indices. This has been established by other au-
thors as well (Häkkinen et al., 2011; Albers & Newman, 
2019; Lee et al., 2020a). Therefore, based on information 
on NAO/AO indices at the time of initialization of month-
ly and seasonal long-range forecasts, their accuracy can be 
tentatively predicted.

The Hess-Brezowsky classification has been used in 
various studies assessing trends in frequencies, changes 
in event duration, and transition probabilities between 
GWL types but has never applied to climatological stud-
ies as favourable/unfavourable factor for the initialization 
of monthly and seasonal long-range forecasts. The study 
has shown that monthly air temperature and precipitation 
amount forecasts are more accurate given the predomi-
nance of westerly circulation types (in accordance with 
the Hess-Brezowsky classification) at the time of forecast 
initialization, while seasonal forecasts benefit mostly from 
the predominance of meridional major types. The skill of 
CFSv2 forecasts may be significantly impacted by the ini-
tial atmospheric circulation conditions present during the 
generation thereof. The latter aspect may be of significance 
in efforts to determine the reasons behind forecast inac-
curacy, as well as for improving the accuracy of long-range 
forecasts. 
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Table 3. Favourable/unfavourable NAO/AO indices intervals 
for the initialization of monthly and seasonal long-range 

precipitation amount forecasts for the territory of Lithuania 
using CFSv2. Indices leading to better-than-average accuracy 

(average fractions of the correct forecasts are 42% for monthly 
and 61% for seasonal forecasts) are depicted in light grey

Indices <–1 –1…–0.5 –0.5–0 0–0.5 0.5–1 >1

Accuracy (%) of monthly precipitation amount forecasts
NAO 40 32 44 48 33 58
AO 32 58 44 35 49 43
Accuracy (%) of seasonal precipitation amount forecasts
NAO 47 53 63 56 68 68
AO 69 65 53 52 62 67
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