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Abstract. Project scheduling is an important part of project planning in many management companies. Resource lev-
eling problem describes the process of reducing the fluctuations in resource usage over the project duration. The goal 
of resource leveling is to minimize the incremental demands that cause fluctuations of resources, and thus avoid unde-
sirable cyclic hiring and firing during project execution. In this research, a novel optimization model, named as Fuzzy 
Clustering Chaotic-based Differential Evolution for solving Resource leveling (FCDE-RL), is introduced. Fuzzy Cluster-
ing Chaotic-based Differential Evolution (FCDE) is developed by integrating original Differential Evolution with fuzzy 
c-means clustering and chaotic techniques to tackle complex optimization problems. Chaotic was exploited to prevent 
the optimization algorithm from premature convergence. Meanwhile, fuzzy c-means clustering acts as several multi-par-
ent crossover operators to utilize the information of the population efficiently to enhance the convergence. Experimental 
results revealed that the new optimization model is a promising alternative to assist project managers in dealing with 
construction project resource leveling.
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Introduction

In today’s market condition, the survivability of a con-
struction company essentially depends on its capability 
of managing resources (Karaa, Nasr 1986). Poor resource 
management may unnecessarily escalate the operation-
al expense or even gives rise to financial and schedul-
ing problems. The excessive requirement of resource in 
the construction site may lead to the extension of pro-
ject duration. As the contractor cannot accomplish the 
project by the pre-specified date, the owner may suffer 
from financial loss due to the non-availability of the fa-
cility (Georgy 2008). Moreover, construction delays of-
ten bring about disputes among parties, higher overhead 
costs, degradation of reputation, and occasionally result 
in project failure (Arditi, Pattanakitchamroon 2006; As-
saf, Al-Hejji 2006). Hence, resource management is a 
crucial task that needs to be implemented thoroughly in 
the planning phase.

Construction resources basically consist of man-
power, equipment, materials, money, and expertise; effi-
cient management of these resources holds the key to the 
successful execution of any project (El-Rayes, Jun 2009). 
However, construction schedules, generated by network 

scheduling techniques, often bring about undesirable re-
source fluctuations that are impractical, inefficient, and 
costly for the contractors to implement (Martinez, Io-
annou 1993). Thus, construction managers mandatorily 
need to perform schedule-adjusting process to reduce un-
necessary fluctuations in resource utilization during the 
project execution.

Needless to say, the fluctuations of resource are 
troublesome for the contractor (Christodoulou et al. 
2010). The reason is that it is expensive to hire and to 
lay off workers on a short-term basis according to the 
fluctuations in the resource profile. Additionally, if the 
resources cannot be managed efficiently, they may ex-
ceed the supply capability of the contractor and lead to 
schedule delay. Finally, the contractor must maintain a 
number of idle resources during the time of low demand. 
These facts undoubtedly cause profit decrease for con-
struction companies.

The process of smoothing out resources is well 
known as resource leveling and has been studied ex-
tensively by many researchers (Savin et al. 1996; Son, 
Skibniewski 1999; Doulabi et al. 2011). In resource 
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leveling, the objective is to minimize the peak demand 
and fluctuations in the pattern of resource usage (Yan 
et al. 2005). This process aims to minimize variation in 
resource profile by shifting noncritical activities within 
their available floats and keep the project duration un-
changed. Resource leveling of construction project can 
be solved by a variety of methods, ranging from math-
ematical methods, heuristics to evolutionary approaches 
(e.g. Genetic Algorithm, Particle Swarm Optimization, 
Differential Evolution, etc.).

Initially, the mathematical approaches were used to 
solve the resource leveling problems because they can 
provide optimal solutions to the problem at hand. How-
ever, these methods become impractical when the size 
of project network reaches a considerably large number. 
This is because resource leveling belongs to the class of 
combinatorial problem. Hence, the increasing number of 
decision variables causes the problem solving to become 
infeasible (Savin et al. 1996). Consequently, mathemati-
cal methods are not computationally tractable for real-life 
projects (Yan et al. 2005).

Other researchers attempted to utilize heuristic 
methods in solving the resource leveling problem (Harris 
1990; Son, Skibniewski 1999). Despite the simplicity of 
resource leveling heuristics and their wide implementa-
tion on commercial project management software (e.g. 
Microsoft Project), the result oftentimes cannot satisfy 
project managers. It is because the heuristic approaches 
operate on the basis of pre-specified rules. Thus, their 
performance is dependent on specific types of problem 
and on which rules are implemented. Hence, they can 
only deliver good feasible solutions and by no means 
guarantee an optimum solution (Hegazy 1999).

Due to the limitations of mathematic and heuristic 
methods, the application of Evolutionary Algorithms 
(EAs) for resource leveling has attracted more attention 
in recent years (Leu et al. 2000; Geng et al. 2011). EAs 
are stochastic optimization techniques based on the prin-
ciples of natural evolution, have been successfully uti-
lized to tackle optimization problems in diverse fields 
(Das, Suganthan 2011). Evolutionary computation is 
characterized by iterative progresses used to guide the 
randomly initiated population to the final optimal solu-
tion. Currently, evolutionary optimization algorithms, 
such as Genetic Algorithm (Haupt, R. L., Haupt, S. E. 
2004), Particle Swarm Optimization (Clerc 2006), Ant 
Colony Optimization (Yin, Wang 2006), and Differential 
Evolution (Price et al. 2005; Foekstistov 2006), remain 
an active research area in the scientific community. Nev-
ertheless, these algorithms still suffer from certain weak-
ness. Geng et al. (2011) point out that premature conver-
gence and poor exploitation are the main obstacles for 
the EAs in coping with complex optimization problems. 
Thus, it is a requisite to develop a more efficient algo-
rithm to attain satisfactory solutions for resource leveling 
problem in practical construction projects.

Recently, Differential Evolution (DE) (Storn, Price 
1997; Price et al. 2005) has increasingly drawn interest 

of researchers who have explored the capability of this 
algorithm in a wide range of problems. DE is a popu-
lation-based stochastic search engine, which is efficient 
and effective for global optimization in the continuous 
domain. It uses mutation, crossover, and selection opera-
tors at each generation to move its population toward the 
global optimum. Superior performance of DE over other 
algorithms has been verified in many reported research 
works (Storn, Price 1997; Becerra, Coello 2006; Zhang, 
Sanderson 2009).

Despite of aforementioned advantages, original DE 
or many of its variants still have to face some drawbacks. 
DE does not guarantee the convergence to the global op-
timum. It is easily trapped into local optima resulting 
in a low optimizing precision or even failure (Jia et al. 
2011). In DE, population may not be distributed over 
search space, and individuals may be trapped in local 
solution. It may require more generations to converge to-
ward optimal or near-optimal solution (Bedri Ozer 2010). 
DE has been shown to have certain weaknesses, espe-
cially if the global optimum should be located using a 
limited number of fitness function evaluations. It is good 
at exploring the search space and locating the region of 
global minimum but slow at exploitation of the solution 
(Noman, Iba 2008).

The inherent characteristics of chaotic systems pro-
vide an efficient approach for maintaining the population 
diversity in search algorithms. Chaos is apparently an 
irregular motion, seemingly unpredictable random be-
haviour exhibited by a deterministic nonlinear system 
under deterministic conditions. Chaotic systems are sen-
sitive to small differences in initial condition may pro-
duce huge changes in outcomes. It is extremely sensitive 
to the initial conditions, and its property sometimes re-
ferred to as the instability in the so-called butterfly effect 
or Liapunove’s sense (Kim, Stringer 1992). Some stud-
ies focus on hybridizing DE with chaotic algorithm, Jia 
et al. (2011) utilizes a chaotic local search (CLS) with a 
‘shrinking’ strategy. The CLS helps to improve the op-
timizing performance of the canonical DE by exploring 
a huge search space in the early run phase to avoid pre-
mature convergence, and exploiting a small region in the 
later run phase to refine the final solutions. Bedri Ozer 
(2010) embeds seven chaotic maps to create the initial 
population of DE algorithm. It has been detected that 
coupling emergent results in different areas, like those of 
DE and complex dynamics, can improve the quality of 
results in some optimization problems.

Fuzzy c-means clustering is the process of divid-
ing a set of objects into groups or clusters of similarities 
thereby speeding up the optimization search in DE. A 
successful clustering is able to reliably find true natu-
ral groupings in the data set. A soft clustering approach, 
fuzzy c-means clustering, is introduced to DE to help 
track the evolution of search algorithm by introducing 
cluster centers to the populations. In fuzzy clustering, 
data elements can belong to more than one cluster, and 
associated with each element is a set of membership lev-
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els. These indicate the strength of the association between 
that data element and a particular cluster. Kwedlo (2011) 
proposed a new version of DE which uses k-means clus-
tering to fine-tune each candidate solution obtained by 
mutation and crossover operators of DE. Wang et al. 
(2007) utilizes clustering technique to improve solution 
accuracy with less computational effort. Experiments 
showed that the new method is able to find near optimal 
solutions efficiently. 

Hybridization with other different algorithms is an 
interesting direction for the improvement of DE (Cai 
et al. 2011). Although, there are many proposal for the 
improvement of DE, only a little work studied the hy-
bridization of clustering and chaotic with the DE method 
(Cai et al. 2011). To the best of our knowledge, until now 
the fuzzy c-means clustering and chaotic is not used to 
enhance the performance of DE.

Therefore, the objective of this research is to utilize 
fuzzy c-means clustering and chaotic techniques to cope 
with the difficulties in original DE. Chaotic sequences 
have been adopted instead of random sequences and 
very interesting and good results have been exploited to 
prevent the new approach from premature convergence. 
Meanwhile, fuzzy c-means clustering acts as several 
multi-parent crossover operators to utilize the informa-
tion of the population efficiently to make the algorithms 
converge faster. The remainder of this paper is organized 
as follows: Section 1 reviews briefly literature relevant 
to the establishment of the new optimization model. Sec-
tions 2 and 3 provide a detailed description of the pro-
posed optimization model for resource leveling problem. 
Section 4 uses a numerical experiment to demonstrate 
model performance. The final section presents conclu-
sions and suggests directions for future work.

1. Literature review
1.1. Resource leveling problem
In construction management, resource scheduling prob-
lems are being investigated intensively because of their 
practical importance. Resource leveling remains one of 
the top challenges due to its complexity (Hegazy 1999; 
Leu et al. 2000; Pang et al. 2008; Geng et al. 2011). In 
the resource leveling problem, the objective is to reduce 
the peak resource demand and smooth out day-to-day 
consumption within the required project duration, and 
with the assumption of unlimited resource availability. 
Thus, the resource leveling can be formulized as an op-
timization problem within which the following cost func-
tion is minimized (Hegazy 1999; Son, Skibniewski 1999; 
Ponz-Tienda et al. 2013):
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According to Son and Skibniewski (1999), Eqn (1) 
can be rewritten as follows:
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The Eqn (4) in essence, is equivalent to the min-
imum moment of resource histogram around the time 
axis as mentioned in previous works (Harris 1990; 
Hegazy 1999). Moreover, the objective function of the 
resource-leveling problem needs some modification. It 
is because the optimization process may yield several 
scheduling solutions or, in other words, resource pro-
files that have the same minimum moment of resource 
demand (Son, Skibniewski 1999). Although the cost 
function values are identical, their resource fluctuations 
can be different. Hence, to identify the most preferable 
resource profile, the deviations between resource con-
sumption in consecutive time periods (Easa 1989) and 
the peak of resource demand should be taken into ac-
count (Son, Skibniewski 1999). In this research, a modi-
fied objective function for resource-leveling optimization 
model is presented later on.

1.2. Differential evolution
Differential evolution (DE) is a simple population-based, 
direct-search for solving global optimization problems 
(Storn, Price 1997; Price et al. 2005). The original DE 
algorithm is described briefly as follows.

Let nS ⊂ ℜ  be the search space of the problem 
under consideration. Then, DE utilizes NP, D-dimen-
sional parameter vectors: 1 2

, , , ,{ , ,..., },D
i G i G i G i GX x x x=

1,2,...,i NP=  as a population for each generation of the 
algorithm. The initial population is generated randomly 
and should cover the entire parameter space. At each 
generation, DE applies two operators, namely mutation 
and crossover (recombination) to yield one trial vector 

, 1i GU +  for each target vector ,i GX . Then, a selection 
phase takes place to determine whether the trial vector 
enters the population of the next generation or not. For 
each target vector ,i GX , a mutant vector , 1i GV +  is deter-
mined by the following equation:

 , 1 1, 2, 3,( )i G r G r G r GV X F X X+ = + − , (5)

where, 1 2 3, , {1,2,..., }r r r NP∈  are randomly selected such 



that 1 2 3r r r i≠ ≠ ≠ , and F is a scaling factor such that 
[0,1]F ∈ .
Following the mutation phase, the crossover operator 

is applied to increase the diversity. For each mutant vec-
tor , 1i GV + , a trial vector , 1i GU + =  1 2

, 1 , 1 , 1{ , ,..., }D
i G i G i Gu u u+ + +

is generated, using the following scheme:
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[0,1]CR ⊂  is user-defined crossover constant; jrand 
is a randomly chosen index from {1,2,..., }D , which can 
ensure that trail vector , 1i GU +  will differ from its target 

,i GX  by at least one parameter.
To decide whether the trial vector , 1i GU +  should 

be a member of the population in next generation, it is 
compared to the corresponding target vector ,i GX  using 
the greedy criterion. The selection operator is expressed 
as follows:
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With the memberships of the next generation are 
selected, the evolutionary cycle of the DE iterates until a 
stopping condition is satisfied.

1.3. Chaos sequences
Chaos theory is a scientific theory that describes erratic 
behaviour in certain nonlinear dynamic systems. Chaotic 
mappings may be considered as particles traveling with-
in a limited range in a deterministic nonlinear dynamic 
system with no definite regularity associated with their 
path of travel. Although movement is randomized, it is 
extremely sensitive to the initial condition (Cheng et al. 
2012). Because chaotic sequences are easy and fast to 
generate and store, there is no need for storage over long 
sequences (Bedri Ozer 2010).

The one dimensional logistic map is one of the sim-
plest systems with density of periodic orbits:

 1 (1 )n n nX X X+ = µ − . (8)

In equation above, Xn is the nth chaotic num-
ber where n denotes the iteration number. Obviously, 
Xn under conditions that initial 0 (0,1)X ∈  and that 

0 {0.0,0.25,0.5,0.75,1.0}X ∉ . The variation of control 
parameter µ in Eqn (8) will directly impact the behaviour 
of X greatly. The domain area of control parameter µ has 
often been defined as [0, 4] . In the experiments µ = 4 has 
been used (Jiang 1998).

1.4. Fuzzy c-means clustering
Clustering is a process that aims at decomposing a given 
set of objects into subgroups or clusters based on simi-
larity. The aim is to divide the data-set in such way that 
objects belonging to the same cluster are similar as pos-

sible, whereas objects belonging to different clusters are 
as dissimilar as possible. Clustering algorithms can be 
divided into main categories: crisp (or hard) clustering 
procedures where each data is assigned to exactly one 
cluster, fuzzy clustering techniques where every data 
point belongs to every cluster with a specific algorithm 
degree of membership (Jain et al. 1999). Many clustering 
algorithms are introduced in the literature. Fuzzy cluster-
ing presented the advantage of dealing efficiently with 
overlapping clusters. It delivered better and stable results 
compared with other clustering techniques (Alami et al. 
2007). The fuzzy c-means (FCM) clustering (Bezdek 
et al. 1984) is employed in this study.

2. Fuzzy c-means clustering chaotic-based 
differential evolution (FCDE)

In this section, the newly proposed FCDE optimization 
algorithm is described in details. The FCDE is the core 
optimizer in the FCDE-RL model. It is noticed that our 
algorithm is developed based on standard Differential 
Evolution (Storn, Price 1997; Price et al. 2005) by in-
tegrating original DE with fuzzy c-means clustering and 
chaotic techniques. Chaos approach effectively exploits 
the whole search space and provides the necessary diver-
sity in the DE population. Consequently, this operation 
incurs additional time and iteration to search the global 
optimum. On the contrary, fuzzy c-means clustering tech-
nique enhances the convergence speed of the algorithm 
by introducing the cluster centers. These moving cent-
ers provide direction for search of the global optimum 
improving the overall efficiency of the search algorithm. 
FCDE model, exploits the inherent characteristics of both 
chaos algorithm and fuzzy clustering and integrates it 
with differential evolution to improve the overall search 
capabilities of DE in finding the optimal solutions for a 
given search space. The overall picture of the proposed 
algorithm is illustrated in Figure 1.

2.1. Initialization

FCDE commences the search process by randomly gen-
erating population size NP, Maximum of generation Gmax 
number of D-dimensional parameter vectors ,GiX  where 

1,2,...,i NP=  and g indicates the current generation. In 
the original DE algorithm, NP does not change during 
the optimization process (Price et al. 2005). Moreover, 
the initial population (at G = 0) is expected to cover the 
entire search space uniformly. Hence, we can simply gen-
erate these individuals as follows:

 ,0 [0,1]*( )iX LB rand UB LB= + − , (9)

where ,0iX  is the decision variable i at the first genera-
tion. [0,1]rand  denotes a uniformly distributed random 
number between 0 and 1. LB and UB are two vectors of 
lower bound and upper bound for any decision variable.
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2.2. Mutation

Once initialized, DE mutates the population to produce a 
set of mutant vectors. A mutated vector , 1i GV +  is gener-
ated corresponding to the target vector ,i GX  according 
to Eqn (5).

2.3. Crossover
The crossover operation is to diversity the current popu-
lation by exchanging components of target vector and 
mutant vector. In this stage, a new vector, named as trial 
vector, is created according to Eqn (6).

2.4. Selection
In this stage, the trial vector is compared to the target 
vector (or the parent) using the greedy criterion (Price 
et al. 2005). If the trial vector can yield a lower objec-
tive function value than its parent, then the trial vector 
replaces the position of the target vector; otherwise, the 
target vector retains its place in the population for at least 
one more generation. The selection operator is expressed 
as Eqn (7).

2.5. Chaotic differential evolution
The logistic map that generates chaotic sequences in DE, 
named CDE which ensures the individual in population 
to be spread in the search space as much as possible for 
population diversity used in experiments. Incorporating 
chaotic map into DE is proven to enhance the global con-
vergence by escaping the suboptimal solution. Figure 2 
shows the main steps of generating chaotically population.

In Figure 2, g and Gmax is current and maximum 
generation, respectively. If the probability condition is 
satisfied, a percentage of the population (CF) is selected 
to do chaos. Then, mapping this population to chaotic 

feasible region in range (0,1) according to chaotic con-
ditions and performs the logistic map following Eqn (8) 
to yield chaotic values ,

g
j kcm . Afterwards, map the cha-

otic values to feasible region according to equation as 
follows:

 
min max min

, , ( )g g
j jjj k j kX X cm X X= + − , (10)

where 1,2,..., ; 1, 2,...,j D k CF= = , ,
g
j kX  is the jth deci-

sion variable of kth individual in CF-population at gen-
eration g; max

jX , min
jX  is upper and lower bound of jth 

decision variable, respectively.

2.6. Fuzzy clustering differential evolution
The FCM clustering technique adopted in DE, named 
FDE, could easily conduct an efficient convergence of 
DE. FCM introduced in this study was intended to track 
the main stream of population movement during DE 
evolution. Each cluster centers could be treated approxi-
mately as one of the items in the main stream of evolu-
tion, and replaced for population as candidate individu-
als. The FDE algorithm is illustrated in Figure 3. Where 
m is clustering period, NP is the population size, and k, 
the number of centroid (Cai et al. 2011), is an integer 
number from [2, ]NP .

In order to exploit the search space efficiently, the 
clustering is performed periodically in the FDE. It is 
similar to the method used in Weiguo et al. (2005) and 
Cai et al. (2011). The reason for performing the clus-
tering periodically is that DE needs time to explore the 
search place and form clusters. An attempt to perform 
the clustering very early will lead to a false identifica-

Fig. 1. Fuzzy clustering chaotic based differential evolution
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tion of clusters. Consequently, it is important to choose 
a clustering period that is large enough so that DE has 
time to completely form stable clusters. In this approach 
a parameter m is adopted to control the clustering period.

Initially, the period of the clustering operator spec-
ified in the algorithm is 10. When the clustering condi-
tion is satisfied, the fuzzy c-means clustering will create 
k offspring and the population needs to be updated by 
them. Deb (2005) proposed a generic population-based 
algorithm-generator for real-parameter optimization, 
where the optimization task is divided into four indepen-
dent plans: (i) selection plan; (ii) generation plan; (iii) 
replacement plan; and (iv) update plan. In the flowchart 
of the algorithm above can also be described with the 
population update-algorithm proposed in Deb (2005).

 – Selection plan: Choose k individuals from current 
population randomly (the set A);

 – Generation plan: Create k offspring (the set B) using 
the fuzzy c-means clustering;

 – Replacement plan: Choose k best solutions (the set 
C) from combined (set A + set B) for replacement;

 – Update plan: Update the population as P = P – Set 
A + Set C.
In the update plan, the k best solutions are chosen 

from the combined set A + Set B, thereby the elite-preser-
vation is ensured.

2.7. Stopping condition
The optimization process terminates when the stopping 
criterion is met. The user can set the type of this con-
dition. Commonly, maximum generation Gmax or maxi-
mum number of function evaluations (NFE) can be used 
as the stopping condition. When the optimization process 
terminates, the final optimal solution is readily presented 
to the user.

3. Fuzzy c-means clustering chaotic-based 
differential evolution for resource leveling
This section describes the FCDE-RL optimization model 
(see Fig. 4). It is noticed that the FCDE-RL is developed 
based on the FCDE as the searching engine. The objec-
tive of this optimization model is to minimize daily fluc-
tuations in resource utilization without altering the total 
project duration.

In this study, we consider the case that the resource 
leveling is accomplished by minimizing the fluctuations 
between resource requirements and a desirable uniform 
resource level. The model requires inputs of project in-
formation including activity relationship, activity du-
ration and resource demand. In addition, the user also 
needs to provide parameter setting for the optimizer, such 
as maximum number of searching generation (Gmax), the 
population size (NP), the chaotic percentage (CF), and 
the period clustering (m). With these inputs, the sched-
uling module can carry out calculation process to obtain 
critical path method (CPM) based schedule, early start 
and late start of each activity. With all the necessary in-

formation provided, the model is capable of operating 
automatically.

Before the searching process can commence, an 
initial population of feasible solutions is created us-
ing a uniform random generator. A solution for the re-
source-leveling problem is represented as a vector with 
D elements as follows:

 ,1 ,2 , ,[ , ,..., ,..., ]i i i j i DX X X X X= , (11)

where D is the number of decision variable of the prob-
lem at hand. It is obvious that D is also the number of 
activities in the project network. The index i denotes the 
ith individual in the population. The vector X represents 
the start time of D activities in the network. Since origi-
nal DE operates with real-value variables, a function is 
employed to convert those activities’ start times from real 
values to integer values within the feasible domain:

, ( ( ) [0,1] ( ( ) ( )))i jX Round LB j rand UB j LB j= + × − ,  (12)

where ,i jX  is the start time of activity j at the individu-
al ith. [0,1]rand  denotes a uniformly distributed random 
number between 0 and 1. LB(j) and UB(j) are early start 
and late start of the activity j.

The optimizer (FCDE) takes into account the result 
obtained from scheduling module and shifts noncritical 
activities within their float times to seek for an optimal 
project schedule. In the research, the following objective 
function and constraints are employed:

1
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1 max
1 1 1
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m T T

j k k k
j k k
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= α +β − + γ×  
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Subject to:

          ;i i iST ES FF− ≤ 0;iST ≥ 1,2,...,i D= ,        (14)

where T denotes the project duration; yk epresents the 
total resource requirements of the activities performed 
at time unit k. 1( )k ky y+ −  measures the different of 

Fig. 4. Flowchart of FCDE for RL problem (FCDE-RL)
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resource usage between two consecutive time periods. 
ymax denotes the peak of resource demand throughout the 
project execution. α, β, and γ are weighting coefficients. 
STi is the start time of activity i. ESi and FFi represent 
early start and free float of activity i, respectively. D is 
the number of activities in the network.

After the searching process terminates, an optimal 
solution is identified. The project schedule and its corre-
sponding resource histogram are then constructed based 
on the optimal activities start time. The user can assess 
the quality of a project schedule using a set of metrics 
(Table 1).

Table 1. Metrics for performance measurement

Notation Calculation

Fitness
1

2
1 max

1 1

1 ( )
2

T T

k k k
k k

Fitness y y y y
−

+
= =

= α + β − + γ ×∑ ∑
where α, β, and γ are weighting coefficient

Mx
2

1

1 ( )
2

T

x k
k

M y
=

= ∑

RDmax max maxRD y=

CRV
1

1
1

T

k k
k

CRV y y
−

+
=

= −∑

RVmax max 2 1 3 2 1max[ , ,..., ]T TRV y y y y y y −= − − −

where T is the total project duration

4. Experimental results

In this section, a construction project adapted from Sears 
et al. (2008) is used to demonstrate the capability of the 
newly developed FCDE-RL model. The project consists 
of 44 activities and the total project duration is deter-
mined to be 70 days (see Table 2). In this study, the re-
source of interest is manpower. The resource profile of 
project before resource-leveling process is shown in the 
Figure 5.

Table 2. Project information

Act. ID Dur. Predecessors
Daily 

resource 
demand

Early 
start 
(ES)

Late 
start 
(LS)

1 2 3 4 5 6
1 0 – 0 0 0
2 10 1 5 0 0
3 5 1 2 0 9
4 15 1 3 0 3
5 3 1 2 0 12
6 10 1 2 0 8
7 15 2 6 10 10
8 7 3 10 5 14

1 2 3 4 5 6
9 3 5 6 3 22
10 3 5 2 3 15
11 2 5 2 3 16
12 3 4, 10, 11 6 15 18
13 2 10 1 6 19
14 2 8, 12 5 18 21
15 3 12, 13 2 18 21
16 1 14 6 20 23
17 1 15 7 21 24
18 1 16 7 21 24
19 4 7, 9, 17, 18 13 25 25
20 2 15, 18 9 22 30
21 2 19 4 29 29
22 1 20 6 24 32
23 3 21 8 31 31
24 1 22 3 25 33
25 4 23, 24 8 34 34
26 2 25 7 38 38
27 25 6 10 10 18
28 3 23 6 34 52
29 3 23 2 34 40
30 3 26 9 40 40
31 3 30 10 43 52
32 3 30 3 43 46
33 2 27, 29, 30 4 43 43
34 0 32 0 46 49
35 4 33 1 45 45
36 3 34, 35 12 49 49
37 3 36 12 52 52
38 3 28, 31, 37 3 55 57
39 5 28, 31, 37 8 55 55
40 1 36 2 52 59
41 3 38, 39, 40 10 60 60
42 1 41 3 63 63
43 6 42 3 64 64
44 0 43 0 70 70

Table 3. FCDE-RL’s parameter setting

Input parameters Notation Setting
Number of decision variables D 44
Population size NP 8xD
The crossover probability CR 0.9
Percentage of population to chaos CF 40–60%
Period clustering m 10

Number of centroid in clustering k [2, ]NP
Maximum generation Gmax 1000
Weighting coefficient 1 α 1
Weighting coefficient 2 β 1
Weighting coefficient 3 γ 10

End of Table 2
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4.1. Optimization result of FCDE-RL
In this section, FCDE-RL model is applied to reduce sig-
nificant resource fluctuations. Based on proposed values 
from the literature and several experiments (Storn, Price 
1997; Cai et al. 2011), we set parameters for FCDE op-
timizer as shown in the Table 3. The project’s resource 
profile after being optimized by FCDE-RL is depicted in 
the Figure 6. The optimal solution or optimal activities’ 
start times are listed in the Table 4. The optimal results 
obtained from the new model are listed as followed:

Fitness = 9522, Mx = 9215, RDmax = 24,  
RVmax = 7, and CRV = 49.

Table 4. Optimal start time (ST) for all activities found  
by FCDE-RL

Act.
ID

Opt.
ST

Act.
ID

Opt.
ST

Act.
ID

Opt.
ST

Act.
ID

Opt.
ST

1 0 12 15 23 31 34 48
2 0 13 16 24 32 35 45
3 0 14 20 25 34 36 49
4 0 15 18 26 38 37 52
5 0 16 22 27 18 38 55
6 0 17 23 28 43 39 55
7 10 18 24 29 37 40 58
8 8 19 25 30 40 41 60
9 5 20 29 31 46 42 63
10 3 21 29 32 43 43 64
11 3 22 31 33 43 44 70

4.2. Result comparisons
The results comparison between FCDE-RL and the pro-
ject management software, Microsoft Project 2010, is 
shown in the Table 5. Obviously, the performance of the 
new model is significantly better than that of the com-
mercial software in terms of Mx, RDmax, RVmax and CRV. 
This means that the new model has reduced the resource 
fluctuation considerably.

Table 5. Result comparison between FCDE-RL and Microsoft 
Project 2010

Methods Mx RDmax RVmax CRV
FCDE-RL 9215 24 7 49
Microsoft Project 2010 9717 24 11 125

To better verify the performance of the proposed 
model (FCDE-RL), three different algorithms are used 
for performance comparison: standard DE (DE) (Price 
et al. 2005), CDE, FDE, Genetic Algorithm (GA) 
(Haupt, R. L., Haupt, S. E. 2004), and Particle Swarm 
Optimization (PSO) (Clerc 2006). To evaluate the sta-
bility and accuracy of each algorithm, the optimization 
performance is expressed in terms of best result found 
(best), average result (avg), standard deviation (std), and 
worst result (worst) after 25 times of running (see Table 
6). The best and worst results demonstrate the capacity 
of the algorithms in finding the optimal solution in all of 
the metrics for performance measurement. Average and 
standard deviation are two additional characteristics that 
describe solution quality. The standard deviation occurs 
in cases when the algorithms are not able to generate 
optimal solutions in all executions.

Observing from Table 6, the performance of the 
newly developed model is competitive in terms of accu-
racy and stability. It is clearly shown that the FCDE-RL 
and variants of DE are able to find optimal solutions in 
overall fitness function. Moreover, in terms of the aver-
age results, FCDE-RL performed the best as it generated 
the lowest average fitness solution with a value of 9522.4 
with 0.84 deviation value.

The proposed algorithm achieves the best results in 
all of evaluation functions. FCDE-RL successfully di-
minishes the moment of resource histogram, maximum 
resource demand, and deviation of resource between 
consecutive periods. In terms of the moment of resource 
histogram, among algorithms only variants of DE are ca-
pable of finding the best results. FCDE-RL demonstrated 
the stability and accuracy since the average and standard 
deviation of results obtained from the new model are al-
ways smaller than that of other algorithms. As clearly 
shown in the table, all algorithms succeeded in obtaining 
the best solutions in term of maximum resource demand 
with a value of 24 and in terms of deviation of resource 
between consecutive periods with a value of 7. How-
ever, the FCDE-RL outperformed other benchmarked 
algorithms with respect to stability since it always gains 
the best value in all executions.

Fig. 5. Project resource profile before resource-leveling process

Fig. 6. Project resource profile after being optimized by FCDE-RL
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Table 6. Result comparison between FCDE-RL  
and benchmarked algorithms 

Performance 
Measurement PSO GA DE CDE FDE FCDE-

RL

Fit-
ness

Best 9534.0 9538.0 9522.0 9522.0 9522.0 9522.0

Avg. 9579.5 9566.5 9529.0 9526.6 9524.0 9522.4

Std. 23.46 15.40 3.68 3.53 2.49 0.84

Worst 9618.0 9596.0 9532.0 9532.0 9528.0 9524.0

Mx

Best 9223.0 9231.0 9217.0 9215.0 9215.0 9215.0

Avg. 9262.9 9253.3 9222.0 9219.0 9216.6 9215.4

Std. 23.73 14.48 5.52 5.66 3.50 0.84

Worst 9303.0 9281.0 9231.0 9229.0 9225.0 9217.0

RDmax

Best 24.0 24.0 24.0 24.0 24.0 24.0

Avg. 24.3 24.0 24.0 24.0 24.0 24.0

Std. 0.95 0.00 0.00 0.00 0.00 0.00

Worst 27.0 24.0 24.0 24.0 24.0 24.0

RVmax

Best 7.0 7.0 7.0 7.0 7.0 7.0

Avg. 7.6 7.4 7.2 7.0 7.0 7.0

Std. 1.35 0.84 0.63 0.00 0.00 0.00

Worst 11.0 9.0 9.0 7.0 7.0 7.0

CRV

Best 63.0 67.0 51.0 51.0 49.0 49.0

Avg. 76.6 73.2 65.8 63.2 63.2 52.2

Std. 9.74 5.12 6.88 7.21 7.27 3.43

Worst 93.0 85.0 73.0 71.0 69.0 57.0

4.3. Resource leveling on different objectives
In order to investigate the impact of using different re-
source leveling objective functions on the resource uti-
lization histograms, nine different objective functions 
(Damci, Polat 2014) were optimized by the proposed 
model FCDE-RL. Table 7 presents the initial values of 
nine objective functions calculated using the earliest start 
times of all activities and the optimal values of these ob-
jectives, which were determined after resource leveling 
for each of these objective functions. It is shown in Table 
7 that almost the values of nine objective functions were 

improved after resource leveling when compared to their 
initial values. Figure 7 provides the project’s resource 
profile after being optimized by proposed model. It can 
be seen that each of the objective functions generates 
different resource utilization histograms after resource 
leveling. In other words, nine different objective func-
tions bring about nine different solutions since each of 
the objective functions aims to minimize different pa-
rameters (i.e. (1) the sum of the absolute deviations in 
daily resource usage; (2) the sum of only the increases 
in daily resource usage from one day to the next; (3) the 
sum of the absolute deviations between daily resource 
usage and the average resource usage; (4) the maximum 
daily resource usage; (5) the maximum deviation in dai-
ly resource usage; (6) the maximum absolute deviation 
between daily resource usage and the average resource 
usage; (7) the sum of the square of daily resource us-
age; (8) the sum of the square of the deviations in daily 
resource usage; (9) the sum of the square of the devia-
tions between daily resource usage and the average re-
source usage). In order to determine the improvement 
levels achieved by resource leveling using nine differ-
ent objective functions, the improvement percentage in 
each objectives and the average improvement percentage 
for each objective function were calculated in Table 8. 
The important level of each objectives considered in this 
study is equal. As shown in Table 8, the objective func-
tion 2 provided the best average improvement percentage 
(50.5%) when compared to the other objective functions. 
Although the objective function 2 yields the best aver-
age improvement percentage in the case study, another 
objective function(s) may produce the highest value of 
improvement in different projects. Hence, the project 
managers should run the model for different objective 
functions in order to decide the objective function that 
provides the best improvement. Also, project managers 
may assign different weights to these objective depend-
ing on their special demands and determine the levelled 
resource utilization histogram that best fit their demands.

Table 7. Result for different objective functions optimized by FCDE-RL

No Before 
Leveling

After Leveling by FCDE-RL

1

T

i
i

Rdev
=
∑

1

T

i
i

Rinc
=
∑

1

T

i rr
i

R A
=

−∑ max( )iR   max( )iRdev   max( )i rrR A −  ( )2
1

T

i
i

R
=
∑ ( )2

1

T

i
i

Rdev
=
∑ ( )2

1

T

i rr
i

R A
=

−∑

1 161 49 49 89 130 97 118 77 54 67
2 75 21 20 39 64 46 58 33 25 28
3 468.23 384.00 380.00 349.77 431.54 432.69 422.23 351.54 392 351.54
4 30 24 24 24 24 30 27 24 24 24
5 13 7 7 9 11 7 12 7 7 7
6 14.89 12.11 12.11 12.11 12.11 14.89 12.11 12.11 12.11 12.11
7 20274 18674 18646 18458 19334 19432 19198 18430 18842 18430
8 1201 183 187 421 804 435 660 329 160 269
9 4283.09 2683.09 2655.09 2467.09 3343.09 3441.09 3207.09 2439.09 2851.09 2439.09

Note: i = day under consideration; T = total project duration; Rdevi = deviation between resources require on day i and i +1; Rinci 
increase in between resources require on day i and i +1; Arr average resource use; Ri resources requires on day i.
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Conclusions

This paper uses FCDE to solve the resource leveling 
problem. Integrating the fuzzy clustering and chaos al-
gorithms into the DE effectively eliminated the draw-
backs of the original DE. Chaos algorithm’s randomness 
enhanced the population diversity and avoided being 
trapped at local optima, while fuzzy c-means clustering 
improved the convergence speed of the search algorithm 
provided by the moving cluster centers. The real con-

struction project is used to validate the proposed model. 
Experimental results and results comparisons indicate 
that the FCDE-RL is able to effectively and efficiently 
improve the performance of the original DE beyond the 
levels of performance attainable by other benchmark al-
gorithms.

Furthermore, this article has investigated nine objec-
tive functions for the resource leveling. Obviously, each 
of these objective functions produces different resource 

Fig. 7. Resource histogram after levelling in different objective functions optimized by FCDE-RL

Table 8. Percentages of improvement in different objective functions optimized by FCDE-RL

No
The objective functions and the improvement percentages

1 2 3 4 5 6 7 8 9 Average
1 69.6% 69.6% 44.7% 19.3% 39.8% 26.7% 52.2% 66.5% 58.4% 49.6%
2 72.0% 73.3% 48.0% 14.7% 38.7% 22.7% 56.0% 66.7% 62.7% 50.5%
3 18.0% 18.8% 25.3% 7.8% 7.6% 9.8% 24.9% 16.3% 24.9% 17.1%
4 20.0% 20.0% 20.0% 20.0% – 10.0% 20.0% 20.0% 20.0% 16.7%
5 46.2% 46.2% 30.8% 15.4% 46.2% 7.7% 46.2% 46.2% 46.2% 36.8%
6 18.7% 18.7% 18.7% 18.7% – 18.7% 18.7% 18.7% 18.7% 16.6%
7 7.9% 8.0% 9.0% 4.6% 4.2% 5.3% 9.1% 7.1% 9.1% 7.1%
8 84.8% 84.4% 64.9% 33.1% 63.8% 45.0% 72.6% 86.7% 77.6% 68.1%
9 37.4% 38.0% 42.4% 21.9% 19.7% 25.1% 43.1% 33.4% 43.1% 33.8%
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histogram. The improvement percentage index was used 
to evaluate the improvement degrees obtained by the 
nine objective functions. In this case study, the objective 
function 2 that involves the sum of only the increases 
in the daily resource usage from two consecutive days 
provides the best improvement on average. Since the 
objective function(s) which yields the best result on a 
certain project may be not consistent, the project man-
agers should appraise all of the functions to identify the 
desirable one.

The FCDE-RL has broad application potential be-
cause the model is easily modifiable for solving many 
other classes of single-objective optimization problems 
in the construction management field such as resource 
allocation and resource constrained. Moreover, resource 
leveling problems in the realm of total project cost min-
imization are frequently encountered in construction 
management. Trade-offs between time and cost are nec-
essary to improve overall construction project benefits. 
Further work is necessary to address these issues in or-
der to apply FCDE to the resolution of complicated RLs 
that consider multi-objective optimizations. Extending 
the current model FCDE from a single-objective to mul-
ti-objective format using multiple objective differential 
evolution theory represents an interesting direction for 
further research.
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