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Abstract. A dynamic performance of district heating systems was analysed with an emphasis on temperature profile dis-

tortion throughout a heating system network. Therefore, a modelling approach (the so-called node method) developed at 

the Technical University of Denmark was applied. For comparison purposes, commercial TERMIS software was also used 

in this work. Typical supply conditions were investigated in the considered district heating systems in Denmark. Large 

and sudden temperature changes in supply temperature were depicted in the district heating system in Madumvej while the 

pronounced transient supply conditions of temperature wave were exhibited in the district heating system in Naestved. 

Time-dependent consumer data from the district heating systems were applied to compare the results obtained from mod-

elling approaches. Based on the analysis of temperature wave propagation through the network, it was noted that tempera-

ture wave spread unevenly on different locations of the network. 

Keywords: district heating, dynamic temperature simulation, dynamic consumer behaviour. 

 

1. Introduction 

Modern district heating systems and carbon lean tech-

nologies involve the multiple usage of energy due to the 

possibility of redistributing heat derived from various 

sources such as combined heat and power plants, geo-

thermal resources, industrial processes and other re-

sources. Such flexibility in heat source selection facili-

tates the optimal usage of energy resources by varying the 

amount of supplied heat depending on demand, price and 

availability. This introduces the first source of transient 

regimes in district heating systems. Another reason for 

the occurrence of transient regimes is heat load variation 

in consumers due to changes in weather conditions and 

daily demand. As a result, operation conditions are never 

stable and involve pronounced thermal and hydraulic 

transient regimes, particularly temperature waves com-

bined with fluctuations in temperature. These conditions 

were pronounced in the considered district heating sys-

tems in Denmark. Large and sudden temperature changes 

in supply temperature were depicted in the district heat-

ing system in Madumvej while the pronounced transient 

supply conditions of temperature wave were exhibited in 

the district heating system in Naestved. 

Due to variation in the amount of supplied heat, the 

use of complex operational strategies becomes a neces-

sary part for efficient system performance, which can be 

implemented by modelling a dynamic performance of a 

district heating system. The prediction of operational 

regimes, including thermal and hydraulic regimes in dis-

trict heating systems, is required for short and long term 

forecasting and for performing dynamic temperature 

control of district heating systems. 

Many papers on district heating systems and their 

performance have been published in recent years. Some 

of those have focused on district heating modelling and 

presented simulation results. Larsen with co-authors dis-

cussed strategies for reducing computational time and 

proposed new methods for reducing the size of the net-

work (Larsen et al. 2002, 2004). Another group of codes 

simulates the performance of a district heating plant in 

different operation modes: generating heat or power and 

generating heat and power simultaneously (Fonseca and 

Schneider 2006). The simulation results of a new alterna-

tive control approach for indirectly connected district 

heating substations were presented in (Gustafsson et al. 

2010) where the authors performed energetic analysis and 

compared the results obtained using different codes. 

Other simulations concern the comparison between dis-

trict heating and micro-combined heat and power plants 

(CHP) where a different degree of decentralization is 

taken into account (Nystedt et al. 2006). Some papers 

have examined particular technological aspects, e.g. the 

performance of geothermal district heating was illustrated 

in (Hepbasli and Canakci 2003) with an example of a 

geothermal district heating system built in Turkey. The 



I. Gabrielaitienė et al.  Dynamic temperature simulation in district heating systems in Denmark regarding pronounced... 

 

80 

energy and exergy losses of a district heating network 
were evaluated in (Westin and Lagergren 2002). Merging 
of energy and environmental analyses were proposed in 
Torchio et al. (2009). Some papers depict a steady-state 
model for estimating district heating hydraulics (Gabrie-
laitiene et al. 2002; Stevanovic et al. 2007) while other 
models describe simulation results concerned with the 
transient behaviour of DH systems. More particularly, 
modelling transient behaviour in several branches of a 
pipe network has been presented in (Gabrielaitiene et al. 
2003; Pálsson et al. 1999). Modelling a district heating 
system has been presented in (Larsen et al. 2004) where 
information about time-dependent consumer behaviour is 
limited. In the above-mentioned work, data on time-
dependent heat consumption were only available for 
some of the consumers. For the remaining part of users, 
the averaged heat consumption was used. The unique 
aspect of this work is the application of time-dependent 
measured data available for all consumers in district heat-
ing systems, which enabled to represent the realistic per-
formance of the simulation model. 

Two models have been employed in this study, 
namely the node method developed at the Technical Uni-
versity of Denmark (Pálsson 2000) and commercial 
TERMIS software. In these models, dynamic temperature 
simulations are based on idealized flow conditions where 
changes in temperature profile are influenced by flow 
velocity and heat accumulation in the insulated district 
heating pipelines. Other methods such as the element 
method (Gabrielaitiene et al. 2008) and the model devel-
oped in (Stevanovic et al. 2009) have not been applied 
because of their similarities to the chosen methods or due 
to their modelling limitations. 

In the present work, we focus on the analysis of sys-
tem behaviour and the ways it could be represented by 
modelling tools for the pronounced thermal and hydraulic 
transient regimes, particularly temperature waves com-
bined with temperature fluctuations. For this purpose, 
two district heating systems and their operational condi-
tions were analyzed. The measured data acquired from 
these systems were applied for a comparison of results 
obtained from modelling approaches.   

 
2. District Heating Systems and Measured Data 
2.1. Case 1: Naestved District Heating System 
The Naestved district heating subsystem serving l0% 
(i.e., 6 MW) of the total system heat loads was analysed. 
Time-dependent heat consumption data were measured 
for all consumers in the subsystem, which formed the 
basis of comprehensive analysis. Fig. 1 shows the distri-
bution network of the Naestved subsystem.  

The network is constructed of pre-insulated pipes 
with the total length of approximately 5 km. The pipe 
diameters range from 40 mm to 250 mm. The amount of 
the heat supplied to the subsystem was measured and the 
measurement point was treated in modelling as a heat 
source and therefore called so hereafter (Fig. 1). In the 
study, a consumer (shown as a circle in Fig. 1) was re-
garded as a substation,  which  generally  served  a  single  

 
Fig. 1. The Naestved district heating system 
 
building. However, in some cases, the substation served a 
group of buildings, creating a secondary network not 
considered in this work. 

The heat supplied to the subsystem was measured 
along with data on heat consumption, including power, 
supply and return temperature measurements on the pri-
mary side of consumers’ substations. The outdoor tem-
perature is shown in Fig. 2 along with the amount of the 
heat supplied to the subsystem. The Naestved district 
heating subsystem supplies heat to 41 consumers and 
includes apartment blocks and administrative and indus-
try premises. These data were analyzed thoroughly in 
(Gabrielaitiene et al. 2007). 

Most of the measurements were available on an 
hourly basis, except for five-minute readings for the six 
largest consumers, which represented 50% of the total 
heat loads. The temperature supplied to the subsystem 
was also measured on a five-minute basis. As can be seen 
from Fig. 3, the supplied temperature formed temperature 
wave deliberately produced to reduce flow rate during 
peak consumption in the morning period. The measure-
ments of two working days in January were used. 

 

 
Fig. 2. Outdoor temperature and the heat supplied to the Naest-
ved district heating system 
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Fig. 3. The temperature supplied to the Naestved district heating 
system 

 
2.2. Case 2: Madumvej District Heating System 
The Madumvej district heating subsystem serves 14 con-
sumers and provides approximately 3 MW of the total 
heat loads (Fig. 4). The subsystem is connected to a large 
district heating system through a heat exchanger, which 
in the model was treated as a heat source. The Madumvej 
distribution network is shown in Fig. 4. It is built up of 
pre-insulated pipes with a total length of 2.71 km. The 
pipe diameters range from 40 mm to 200 mm. Consumers 
are identified with numbers and are shown in Fig. 4. 

 

 
Fig. 4. The distribution network of the Madumvej district heat-
ing system 

 
Consumers are connected to the network through 

heat exchangers and are equipped with a local control 
system causing variations in flow rate. More information 
about Madumvej district heating can be found in (Gabrie-
laitiene et al. 2006). 

The data used in the presented study contained meas-
urements at a primary side of the consumer's installations. 
They include the measurements of power and supply/return 
temperatures collected at 6-minute intervals.  

The measurements of the heat and temperatures sup-
plied to the subsystem were collected by the Supervision, 
Control and Data Acquisition system (SCADA). These 
measurements are presented in Figs 5 and 6 for the first 
(25–26 March) and second considered time period (29–30 
March) respectively. 

 
Fig. 5. The power and temperature supplied for the first consid-
ered time period 
 

 
Fig. 6. The power and temperature supplied for the second 
considered time period 

 
3. Modelling District Heating Systems 
In this work, a node method implemented in DHSIM 
simulation program developed at the Technical Univer-
sity of Denmark and Risoe National Laboratory has been 
used. This program was previously used in investigations 
by (Pálsson et al. 1999; Bøhm et al. 2002) and is based 
on the so-called node model for estimating temperature 
dynamics in pipelines (Benonysson 1991). Commercial 
TERMIS software (TERMIS 2010) has also been used in 
the study for comparison purposes. Both models are 
based on the quasi-dynamic approach where temperature 
is estimated dynamically while flow and pressure are 
calculated on the basis of a static flow model. Fluid pipe 
flow is assumed to be one-dimensional and considered as 
an idealized flow. The temperature profile under such 
conditions is influenced by flow velocity and heat accu-
mulation in the pipe while the impact of turbulent fluctua-
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tion and secondary flow appearance are neglected. Eq. 1 
presents the basis for estimating temperature dynamics: 

0)()()( =−+ρ∂
∂+ρ∂

∂
pfffpfffpff TThATcV

x
TcA

t
, 

where Tf and Tp – temperature for fluid and surroundings 
respectively; V – volume flow m3/s; Af – a cross sectional 
area of the pipe (m2); A – an area of a pipe internal surface 
per unit (1m) length (m); ρf – density (kg/m3); h – the heat 
transfer coefficient (W/m2K); cp – specific heat (J/kgK). 

The difference between the models lies in the esti-
mation of heat transfer between the fluid and its sur-
rounding. More particularly, the heat capacity of the 
metal pipe and heat accumulation in pipes is neglected in 
TERMIS software. In the node method, the overall heat 
transfer coefficient is based on the method of thermal 
resistances (Holman 2002) and the influence of two 
neighbouring pipes (the return and supply pipes) is ac-
counted for. As this approach is not used in TERMIS, the 
heat transfer coefficient estimated by the node method 
was applied in TERMIS software.  

To ensure similar modelling conditions, the same 
time step length was used in both models, which together 
with pipelines discretization, determined the accuracy of 
simulations. The discretization of pipelines was handled 
automatically and depended on time step length.  

The dynamic behaviour of a consumer was repre-
sented by the measured time-dependent heat load and by 
time-dependent temperature difference between supply 
and return primary temperatures. The latter described the 
cooling ability of customer substation. The measured 
supply temperature at a heat source was used as model 
input value. 

 
4. Simulation Results 
4.1. Results of Supply Temperature Simulations of 
Consumers for the Naestved System 
In this section, the results of supply temperature simula-
tion of consumers are described for the Naestved district 
heating system. Predictions about supply temperature are 
presented for consumers located at different distances 
from the heat production unit. The consumers closest to 
the heat source (EE041 and EE045 in Fig. 1) were located 
at 0.1 km and 0.2l km respectively. The following con-
sumers were located at a greater distance from the heat 
source: i) consumers located at a fairly long straight pipe-
line; ii) consumers located at a distant pipeline with many 
bends and fittings. In Fig. 1, the location of two consum-
ers in group i) are identified as EE036 and N1263 (dis-
tances 1.391 km and 1.173 km respectively) while two 
consumers in group ii) are labelled as EE020 and EE019 
(distances 1.126 km and 1.136 km respectively). The 
modelling results of those consumers are shown in 
Figs 7–12.  

The results from the node method are only shown in 
the figures because difference in the results obtained 
using two models was slight and hardly visible in the 
figures. To complement the figures, this obtained infor-
mation  was  presented  in  the  digital  form in  Table l. It 

 
Fig. 7. Supply temperature and velocity for consumer EE045 
(located close to the heat source) 

 

 
Fig. 8. Supply temperature and velocity for consumer EE041 

 
shows the difference between the measured and predicted 
temperatures averaged over the period when morning 
temperature wave occurs (and called average error). The 
negative value of average error indicates that the tem-
perature is under-predicted and vice versa. A standard 
deviation of this error was also shown in Table l.  

 Table 1. Average error and its standard deviation for predicted 
supply temperature at consumers   

Node method TERMIS 
Consumers  

No. Aver. error  
(standard deviation) [°C] 

Aver. Error 
(standard deviation) [°C] 

EE045 0.01 (0.43) 0.02 (0.42) 
EE041 –0.02 (0.41) –0.01 (0.42) 
EE020 –0.09 (0.71) –0.09 (0.70) 
EE019 –0.35 (0.56) –0.34 (0.48) 
N1263 –0.40 (0.45) –0.48 (0.38) 
EE036 0.34 (0.55) 0.15 (0.84) 
 
In Fig. 12, the results obtained using two models 

were presented, because they differ significantly from each 
other, especially within the period up to 3 hours. Figs 7–11 
indicate that the trend towards predicted and measured 
temperature profiles is similar, except for consumers. 
N1263 and EE036 are located at the distant bendy pipeline 
(Figs 11 and 12). For those consumers the difference  
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between prediction and actual measurements is somewhat 
larger in terms of time for temperature wave arrival and the 
time period during which temperature wave occurs at a 
consumer (i.e. wave spreading time). 

In other words, spreading time can be defined as the 
time period during which temperature wave starts and 
ends at a given spatial location. It appears that tempera-
ture wave underwent the greatest distortion when reach-
ing those consumers. The spreading time of temperature 
wave was 5 hours, which is one hour more than for con-
sumers EE020 and EE019 (Figs 9 and 10), although they 

 

 
Fig. 9. Supply temperature and velocity for consumer EE020 

 

 
Fig. 10. Supply temperature and velocity for consumer EE019 

 

 
Fig. 11. Supply temperature and velocity for consumer N1263 

 
Fig. 12. Supply temperature and velocity for consumer EE036 

 
are located at a longer distance from the heat source. Iden-
tical spreading time (4 hours) as observed for consumers 
8E045 and E8041 is located closest to the heat source 
(Figs 7 and 8). A possible reason for large temperature 
wave spreading for consumers N1263 and EE036 (Figs 11 
and 12) is that the wave travelled through a large number 
of turns, bends and other fittings in preceding pipelines. 
Heat transfer in such fittings is more intensive due to ve-
locity profile distortions and secondary flow appearance. 
Thermal diffusion rates are then more pronounced and as a 
result, temperature wave spreads and propagates more 
quickly. These effects are not accounted for in the present 
models, and therefore the discrepancy between the pre-
dicted and measured temperature is greater.  

Other factors that can affect temperature wave 
spreading such as the velocity and magnitude of its fluc-
tuation have also been examined. It was found that the 
average velocity in preceding pipelines for consumers 
EE020, EE019 and N1263, EE036 was similar and dif-
fered on only l6% during morning wave occurrence, 
which is small compared to velocity differences in other 
parts of the network. Velocity fluctuation at consumers' 
substations could not affect temperature wave either, 
because they are not significant (less than 2 times) during 
the hours when temperature wave occurs for all consum-
ers. An exception is observed for consumer EE036 where 
velocity increases up to 12 times during 3–5 hours 
(Fig. 12). It coincides with temperature wave occurrence, 
which is expected to increase wave spreading. Neverthe-
less, spreading for consumer EE036 is smaller than for 
consumers EE020 and EE019. Thus, spreading tempera-
ture wave is expected to be greater in pipelines with a 
large number of turns, bends and other fittings. The prin-
ciple used for estimating minor pressure losses can also 
be used to account for this phenomenon. As additional 
components (valves, bends, tees etc.) added to the overall 
heat loss, they also add to the overall temperature wave 
spreading. An increase in temperature spreading, in prin-
ciple, can be described in a dimensionless form and based 
on experimental data in a similar manner to express pres-
sure drop across the component in terms of loss coeffi-
cient. This suggestion is presented in general terms and 
additional investigation is required for describing it fur-
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ther in detail. From an additional analysis of temperature 
wave prediction at other consumers, it was found that 
difference in predictions obtained by the two simulation 
models was insignificant. This statement corresponds to 
the analysed data where only relatively small and slow 
supply temperature increases occurred in the heat source. 
The supply temperature wave in the analyzed data 
reached a maximum after a long period (i.e., 2 hours) and 
the amplitude of temperature wave was fairly small and 
made namely 6 °C for the first and 7 °C for the second 
day. It is expected that in case of a large increase in sup-
ply temperature, the difference between the results ob-
tained using the two models would be more pronounced. 
It is based on the fact that TERMIS neglects pipe heat 
capacity, thus heat accumulation in the pipe leads to the 
early arrival of temperature front, especially for distant 
pipelines. This statement is supported by a comparison of 
modelling results obtained with and without pipe heat 
capacity in Benonysson (1991). However, a more com-
prehensive analysis of this case was beyond the scope of 
this work due to a lack of experimental data. 

 
4.2. Results of Supply Temperature Simulations of 
Consumers for the Madumvej system 
In this section, the propagation of steep changes in supply 
temperature and their prediction are detailed for the Mad-
umvej district heating system. Two parameters are intro-
duced to describe a comparison between the predicted 
and measured temperature values in a systematic way. 
The first parameter, the average error, is estimated by 
finding the difference between the predicted and meas-
ured values at each time step, then averaging them over 
the simulation period. This parameter measured the qual-
ity of heat loss estimation. The second parameter de-
scribes a standard deviation of this error, which is a 
measure of how accurate time delay between a heat 
source and consumers is evaluated.  

The above-mentioned parameters are presented in 
Tables 2 and 3 to predict supply temperature for all con-
sumers. A negative value of the average error indicates 
that temperature is under-predicted and vice versa. 

Tables 2 and 3 disclose that the average error is con-
siderably greater for industrial consumer 114. The reason 
for this is low velocity regime in the consumers’ intake 
pipe, which causes high heat losses compared to other 
pipes. The average velocity in this pipe was in the order 
of 0.02–0.04 m/s combined with velocity drop to as low 
as 0.001–0.01 m/s (see Figs 13 and 14) that occurred due 
to the small heat load for the simulated days. Flow regime 
in the consumers’ intake pipe is very important under 
such extreme conditions because others, for example 
consumers 112 and 103 that are connected to the same 
branch together with consumer 114 (branch N06-N08-
N09 in Fig. 4), have a smaller average error, i.e. less than 
1 °C. Thus, it is more likely that low average velocities, 
in the order of 0.04 m/s and less, combined with velocity 
drop to the values very close to 0 will result in large de-
viations from the measurements. 

 

Table 2. The average error and its standard deviation for pre-
dicted supply temperature for consumers for the first 
considered time period (25–26 March) 

Node method TERMIS Consumers No. Aver. error (standard 
deviation) [°C] 

Aver. error(standard 
deviation) [°C] 

101 0.29 (1.20) 0.2 (1.41) 
102 0.86 (1.19) 0.79 (1.37) 
103 0.53 (1.07) 0.21 (1.15) 
104 0.01 (1.05) 0.03 (1.29) 
105 –0.02 (1.0) –0.15 (1.22) 
106 0.88 (0.89) 0.73 (1.16) 
107 0.02 (1.10) –0.03 (1.16) 
108 –0.03 (1.17) –0.07 (1.23) 
109 0.52 (0.89) 0.44 (1.09) 
110 0.63 (1.11) 0.58 (1.16) 
111 0.82 (0.99) 0.72 (1.06) 
112 0.48 (0.94) 0.45 (0.99) 
113 0.94 (1.01) 0.03 (1.8) 
114 2.46 (1.14) 2.41 (1.15) 
 Table 3. The average error and its standard deviation for  

predicted supply temperature for consumers for the 
second considered time period (29–30 March) 

Node method TERMIS Consumers  
No Aver. error(standard 

deviation) [°C] 
Aver. error(standard 
deviation) [°C] 

101 –0.06 (1.29) –0.46 (1.8) 
102 0.46 (1.25) 0.08 (1.76) 
103 –0.09 (1.2) –0.46 (1.66) 
104 0.02 (1.09) –0.35 (1.52) 
105 –0.41 (1.22) –0.83 (1.70) 
106 0.83 (0.79) 0.41 (1.19) 
107 0.06 (1.07) –0.33 (1.52) 
108 –0.4 (1.39) –0.79 (1.82) 
109 0.52 (0.89) 0.13 (1.33) 
110 0.63 (0.98) 0.26 (1.35) 
111 0.46 (1.14) 0.02 (1.72) 
112 0.52 (1.03) 0.18 (1.60) 
113 0.54 (1.32) –0.94 (1.79) 
114 3.02 (1.16) 2.6 (2.02) 
 
The relative error is greatest for consumer 114 dur-

ing the period of time from 25th to 26th of March for both 
modelling approaches (see Table 2). However, for other 
period of time (29–30 March), the difference between the 
approaches is not uniform and TERMIS produced some-
what larger relative errors (see Table 3). 

In Figs 15–18, the propagation of steep changes in 
supply temperature and their prediction are detailed for 
the second considered time period. We consider only the 
cases with moderate velocity fluctuations, thus excluding 
the effect large fluctuations might have on temperature 
changes. These conditions were found in a part of the 
network supplying heat to four consumers, including 108, 
109, 107 and 113 (Fig. 4), the velocity fluctuation of 
which can be observed in Figs 15–18 along with average 
velocity and Reynolds numbers in the consumers’ intake 
pipe. This information is also presented for pipelines  
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Fig. 13. Temperature and velocity for consumer 114 for the first 
considered time period (25–26 March) 

 

 
Fig. 14. Temperature and velocity for consumer 114 for the 
second considered time period (29–30 March) 

 

 
Fig. 15. Temperature and velocity for consumer 107 for the 
second considered time period 

prior to the intake pipes of these consumers (Fig. 19). 
Figs 5–18 also indicate that the local fluctuations in ve-
locity are moderate-maximum of 10–30% from the aver-
age value, and velocity level is fairly constant over the 
presented time period (from 29th March 16:00 to 30th 
March 04:00). Such fluctuations in velocity can in princi-
pal be approximated as periodical, which at relative am-
plitudes of 10–30%, produce a small variation in local 
heat flux quantities. However, this has no measurable 
effect on the average heat transfer (Benim et al. 2004). 
Consequently, it would be appropriate to conclude that 
fluctuations in such velocity would not affect fluid tem-
perature significantly. 

It was found that sudden and big changes in tempera-
ture at the heat source resulted in an inadequate prediction 
of temperature values at consumers’ substations, whilst 
predictions about the time moments of these changes 
highly correlate well with the performed measurements. 
 

 
Fig. 16. Temperature and velocity for consumer 108 for the 
second considered time period 

 

 
Fig. 17. Temperature and velocity for consumer 109 for the 
second considered time period 



I. Gabrielaitienė et al.  Dynamic temperature simulation in district heating systems in Denmark regarding pronounced... 

 

86 

Two impulse-like temperature changes, considerably 
larger than other changes, were observed at the heat 
source after 17 o’clock and 22 o’clock (Fig. 16). The first 
impulse having a value of 16 °C between the lowest and 
highest impulse points introduces a deviation between the 
predicted and measured temperature higher than 4 °C. 

The second impulse (7.2 °C) produces a deviation 
between the predicted and measured temperature higher 
than 2 °C while the typical value of maximum scattering 
between those values is found to be within 2 °C when 
changes in temperature were smaller than impulses. The 
prediction of the above-mentioned impulses is shown in 
Figs 15–19 for consumers 107, 108, 109 and 113. 

Moreover, unfavourable conditions from the model-
ling viewpoint constitute the situations where large initial 
changes in temperature are present. It appears that under 
such conditions, the prediction of temperature values is less 
reliable. 

 

 
Fig. 18. Temperature and velocity for consumer 113 for the 
second considered time period 
 

 
Fig. 19. Measured velocity in the pipelines preceding consum-
ers 107, 108, 109 and 113 for the second considered time pe-
riod. The location of the pipelines is shown in Fig. 1 

5. Concluding Discussion 
The dynamic behaviour of two district heating systems, 
Naestved and Madumvej (Denmark), has been analyzed. 
It has been modelled by two approaches: the node method 
developed at the Technical University of Denmark and 
applying commercial TERMIS software. The measured 
data from the district heating systems were applied to 
compare the results obtained from modelling approaches. 

The results received from modelling the Naestved 
district heating system have disclosed that difference in 
predictions obtained using two models was insignificant 
for a relatively small and slow increase in temperature 
observed in the measured data (changes in temperature 
made 6–7 °C during 2 hours). The differences between 
two models are pronounced when significant variations in 
flow rate are observed. 

A comparison between measured and simulated data 
concludes that the prediction of temperature values devi-
ates significantly from the measured values in the follow-
ing cases: i) during relatively big and sudden changes in 
temperature at the heat source (e.g. an impulse of 8–16 °C 
produced for approximately 20 minutes) and ii) during the 
periods of low velocities (in the order of 0.04 m/s and less). 
The analysis of temperature wave propagation through the 
network has revealed that temperature wave spreads un-
evenly on different locations of the network. The achieved 
results indicate that discrepancies between the predicted 
and measured temperatures are pronounced for the con-
sumers located at distant pipelines. 
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DANIJOS ŠILUMOS TIEKIMO SISTEMŲ MODELIAVIMAS, ĮVERTINANT NESTACIONARŲ TEMPERATŪROS PASISKIRSTYMĄ TINKLE  
I. Gabrielaitienė, B. Bøhm, B. Sundén 
S a n t r a u k a   
Nestacionarus šilumos sistemos darbas buvo analizuojamas atsižvelgiant į palyginti didelius ir staigius šilumnešio tempe-
ratūros pokyčius šilumos šaltinyje. Nestacionarūs vartotojų duomenys iš dviejų Danijos šilumos tiekimo sistemų buvo 
įvertinti ir pritaikyti modeliuojant šilumos tiekimo tinklus. Esant nestacionariam būviui, kuris atsiranda dėl kintamų varto-
tojų poreikių, svarbu įvertinti sistemos inertiškumą. Dėl to pailgėja laikas, per kurį pakitęs šilumnešio būvis pasiekia var-
totoją. Siekiant nustatyti, ar vartotojų poreikiai bus tenkinami, nestacionarus temperatūros pasiskirstymas tinkle  buvo ap-
sistemos inertiškumas buvo įvertinti modeliuojant dvi Danijos šilumos tiekimo sistemas. Gauti temperatūros pasiskirsty-
mo tinkle rezultatai buvo palyginti su eksperimentiniais duomenimis. 
Reikšminiai žodžiai: šilumos tiekimo tinklų modeliavimas, nestacionarus temperatūros pasiskirstymas.  
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