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Article History: Abstract. Several techniques were developed to improve resource allocation in construction projects, yet few in repeti-
tive construction projects. Accordingly, this research aims at minimizing resource consumption and fluctuations using
Line-of-Balance (LOB) repetitive scheduling technique. An optimization model has been developed consisting of three
modules: LOB schedule module, resource leveling module, and optimization module. The model helps determine the
optimum (a) start time for each activity considering any needed delays to level resources, (b) number of crews travelling
from one unit to another, (c) unit to change the number of crews, and (d) the new changed number of crews. Unlike
the existing efforts, the developed model provides the capabilities of (a) allowing the change of number of crews of an
activity at a certain repetitive unit to increase or decrease the progress rate; and (b) accommodates non-serial repetitive
projects to enhance the model’s practicality. Using a pipeline project, the model outperformed the existing LOB-based
models in minimizing resource consumption and fluctuations within the desired project duration. This study offers the
project planners a useful tool to efficiently utilize their projects’ resources and avoid hidden costs due to inefficient re-
source utilization on-site as well as overcoming shortage in resource availability.
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1. Introduction
In construction projects, efficient utilization of resources 
is a key for a successful completion that meets both time 
and cost goals. However, construction schedules devel-
oped by the commonly used critical path method (CPM) 
often generate resource fluctuations and impractical con-
sumption that are quite costly to implement (El-Rayes & 
Jun, 2009). Thus, it is essential to consider concurrently 
when scheduling both the resource utilization and the 
logical relationships between activities. Accordingly, sev-
eral research efforts have tried to address the problem 
of resource management in construction projects whether 
using resource-constrained scheduling techniques or re-
source leveling techniques (García-Nieves et al., 2018). 

However, it is even more challenging in repetitive 
construction projects, including: linear projects like tun-
nels and roads, vertical projects like high-rise buildings, 
or scattered projects like housing projects. Since the work 
is repeated across repetitive units, resources are required 
to move from one unit to another continuously to avoid 

being idle and to benefit from the learning curve. Using 
CPM scheduling for this type of projects leads to disrup-
tion of the resources’ work flow across the repetitive units, 
and inability to visually present the crews’ progress across 
the units (Hegazy et al., 2021; Harris & Ioannou, 1998). 
Accordingly, various scheduling techniques designated for 
repetitive construction projects were developed to over-
come those drawbacks (Ioannou & Yang, 2016). 

The most common repetitive scheduling methods 
(RSM) are the line of balance (LOB) and the linear schedul-
ing method (LSM) (García-Nieves et al., 2018). In repetitive 
scheduling method (RSM), activities are presented graphi-
cally in the form of flow lines that represent the progress 
rate across the repetitive units. They are constrained with 
logical relationships and resource work continuity from 
one unit to another. However, in RSM, activities diverge 
if an activity with slow production rate follows an activity 
with higher production rate, and converge if the contrary 
occurs. Accordingly, to respect the precedence constraints 
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across the repetitive units and to avoid convergence of 
activities with different production rates, activities are con-
trolled by the latest finish of the first unit in all preceding 
activities in case of diverging activities, and by the lat-
est finish of the last unit in all preceding activities in case 
of converging activities (Harris & Ioannou, 1998). Thus, 
despite the benefit of repetitive scheduling in maintain-
ing the crews’ synchronization and the flow of resources 
uninterrupted from one unit to another; it may increase 
the project duration and subsequently the indirect costs 
(Altuwaim & El-Rayes, 2018). 

To alleviate these problems, slower activities can be 
accelerated by utilizing more resources by increasing the 
crew size to increase the productivity, however, the crew 
size cannot be increased indefinitely. Therefore, multiple 
crews travelling across the units can be used to shorten 
the activity’s duration across the units (Saad et al., 2021; 
Hegazy & Wassef, 2001). However, assigning crews to the 
activities randomly can lead to huge resource fluctuations 
and inefficient resource consumption. Consequently, it 
leads to increased project total cost and the requirement 
of providing a high level of resource availability. Accord-
ingly, this research aims to address these limitations by 
considering the resource utilization profile when schedul-
ing repetitive construction projects using LOB, and identi-
fying the optimum number of travelling crews across the 
units to arrive at the desired project duration with efficient 
resources management, as described later in the research 
objective section. The study outcomes will help construc-
tion planners reduce the total cost of their repetitive con-
struction projects by improving their resource manage-
ment practice. 

2. Literature review
In the literature of repetitive scheduling, several research 
efforts tried to address the problem of reducing the pro-
ject duration while maintaining resource continuity. Oth-
ers tackled the common scheduling problem of time cost 
trade-off (TCT), by trying to find the optimum balance be-
tween the reduced duration and the associated increased 
costs. For example, Hegazy et al. (2020) introduced an en-
hancement to LOB scheduling to reduce project duration 
considering time deadline, limited resources, and the exist-
ence of non-identical units. New formulations have been 
proposed to compute the necessary number of crews and 
the interruption time needed to synchronize the activities’ 
production rates to generate densely packed schedules. 
Altuwaim and El-Rayes (2018) developed an optimization 
model that minimizes the costs associated with the forced 
interruptions to minimize delay caused by the converging 
activities, considering the delay of each repetitive activity 
from its earliest start time. Bakry et al. (2014) developed 
a repetitive schedule optimization model that determines 
the optimum acceleration strategy (e.g., working double 
shifts, increasing number of resources) for each activity 
in each repetitive unit as a separate segment to reduce 

the overall project duration using the minimum cost slope. 
Hegazy and Kamarah (2008) developed an optimization 
model to reduce the project duration by incorporating ac-
celeration strategies, including: increasing working time, 
increasing number of resources, relaxing converging activ-
ities, and introducing work interruptions. Ipsilandis (2007) 
developed a repetitive schedule supported with a multi-
objective optimization model to minimize: project dura-
tion, work-break time, cost of work break due to resource 
idleness, cost of delayed completion of units as a result of 
delayed payments, and the tradeoff between the costs of 
project delays and resource delays. El-Rayes and Moselhi 
(2001) developed an optimization model to determine 
the optimum crew size and interruption strategy to mini-
mize project duration in repetitive scheduling. Despite the 
usefulness of the above time-driven techniques, however, 
they do not provide practical solutions to the problems 
associated with the resource consumption and limitations. 

2.1. Resource-constrained  
repetitive scheduling
Resource-constrained scheduling, which is often referred 
to it as resource allocation scheduling technique, address-
es the problem of resource limitation (García-Nieves et al., 
2019). It aims at minimizing the project duration while 
taking into consideration the resource availability limits. 
Some research efforts developed resource-constrained re-
petitive scheduling models using different approaches. For 
instance, Leu and Hwang (2001) developed a GA-based 
repetitive scheduling optimization model to arrive at the 
optimum trade-off between the resource availability and 
project duration, specifically for precast production. The 
model considers the resource limitations in terms of crew 
size and resource sharing of rare resources like cranes. 
Hyari and El-Rayes (2006) developed a multi-objective 
optimization model to arrive at the optimum repetitive 
schedule considering trade-off between project duration 
and crew continuity. To provide practical schedules, the 
model incorporates the crews’ formation and availability in 
addition to the job logical conditions. García-Nieves et al. 
(2019) developed a repetitive scheduling optimization 
model that minimizes the project make-span or the pro-
ject cost, considering all four relationships, optional conti-
nuity between sub activities, multiple execution modes to 
allow acceleration and deceleration of activities, controlled 
maximum shifts, the flexibility of utilizing multiple crews, 
and resource consumption constraint per period.

2.2. Resource leveling
As opposed to resource allocation techniques, resource 
leveling is concerned with the resource consumption 
(García-Nieves et al., 2019). Its objective is to minimize 
the fluctuations, the peaks and valleys, in the resource 
demand curves without changing the project duration to 
reduce resource logistics and costs (Hegazy, 1999; Damci 
et al., 2013a; Tang et al., 2014). Several research efforts 
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have tackled resource leveling in CPM analysis by devel-
oping optimization models to minimize the resource fluc-
tuations and consumption to meet the imposed resource 
constraints (El-Rayes & Jun, 2009; Hegazy, 1999). For in-
stance, Senouci and Eldin (2004) developed a GA-based 
optimization model that addresses resource allocation 
and leveling simultaneously in scheduling, considering all 
logical relationships, multiple crew strategies, total project 
cost minimization, and time-cost trade-off. In the model, 
the absolute difference between resource consumption in 
consecutive time periods is constrained to meet a preset 
desired limit to level resource consumption. Christodou-
lou et al. (2010) developed a CPM-based resource leveling 
algorithm based on the concept of entropy maximization 
rather than the commonly used method of minimum 
moment algorithm. The developed technique takes into 
consideration as well the avaibility of resources, and the 
possibility of stretching or pressing the activities’ dura-
tion. Jun and El-Rayes (2011) developed a multi-objective 
optimization model using genetic algorithms that arrives 
at the optimum schedule that minimizes project duration 
and the resource release and rehire or resource idle days, 
considering resource availability. In this model, two met-
rics that rely on the maximum resource consumption and 
the difference between consecutive daily consumption 
were used to reduce the resource fluctuations. Koulinas 
and Anagnostopoulos (2012) developed a hyperheurisitc 
algorithm that uses multi-level heuristic or metaheuristic 
algorithms to address both resource leveling and alloca-
tion simultaneously. It minimizes the moment and the 
project duration under constrained resource availability. 
El-Abbasy et al. (2016) developed a multi-objective optimi-
zation model that consists of three sub modules. Among 
those modules, one that addresses resource leveling by 
computing two metrics; Release and Re-Hire (RRH) and 
Resource Idle Days (RID). The first metric is used to mini-
mize the resource demand peaks and valleys, while the 
second metric is to reduce the resource idle times. Also, 
the Abdel-Basset et al. (2020) developed a neutrosophic 
heuristic procedure for resource leveling, however, it relies 
on shifting the activities within their float to minimize the 
sum of squares of resources usage, and thus minimize re-
source fluctuations. 

It can be noted that most of the existing efforts have 
tried leveling the resources using the following algorithms 
or its enhancements: 1) the minimum moment algorithm 
or squared sum of resources, 2) the minimum absolute 
difference between resource consumption in consecutive 
time periods, 3) reduction of resource demand or resource 
idleness, or 4) minimum deviation of the daily resource 
consumption from the overall average. 

However, few research efforts have applied those algo-
rithms to address the problem of resource consumption 
and fluctuations in repetitive scheduling. Among those ef-
forts, Damci et al. (2013a) developed a genetic algorithm-
based multi-resource leveling model to generate an opti-
mum LOB schedule with optimum resource consumption 

profile. The model considered the multiple crews that can 
be utilized in a given activity (e.g., excavation crew and the 
helping independent crew), and the dominancy among the 
crews. It consists of two modules: scheduling module and 
leveling module. The schedule module is responsible for 
producing the schedule and the resource histograms. The 
leveling module incorporates a genetic algorithm optimi-
zation model that arrives at the optimum leveled profile 
through minimizing the sum of the absolute deviations 
between each daily resource consumption and the average 
resource consumption. The decision variable is the number 
of dominant crews assigned in each eligible activity in each 
unit. The constraints include the number of crews limit, the 
logical sequence between the activities, and number of 
crews following the principal of natural rhythm. Following 
the same methodology, Damci et al. (2013b) developed a 
genetic algorithms-based resource-leveling optimization 
model for LOB scheduling, yet considering only single 
crews. Tang et al. (2014) developed a LSM supported with 
a constraint programming optimization model using two 
stages to arrive at an optimum schedule and optimum 
resource utilization curve while considering a fixed time 
constraint. The first stage generates the optimum schedule 
considering the logical sequence between activities and 
their productivities. The second stage works on the gener-
ated schedule from the first stage to improve the sched-
ule by fixing the controlling segments in the activities and 
changing the slope of the non-controlling segments by 
changing the number of crews. To arrive at the optimum 
leveled resource profile, the model’s objective function is 
set to minimize the deviation of the sum of the absolute 
values of the differences between the resource consump-
tions of every 2 consecutive days. The model was able to 
reduce the resource fluctuations, yet it didn’t decrease the 
resource consumption. 

Tang et al. (2018) developed a comprehensive LOB-
based optimization model that addresses the three main 
scheduling problems: resource constraints, time-cost 
trade-off, and resource leveling. Thus, the model has mul-
tiple objective functions, including: minimize project dura-
tion, minimize the total cost, minimize the sum of the ab-
solute of the difference between the resources utilized in 
every two consecutive days considering the case of utiliz-
ing multiple resources, minimize the peak resource usage, 
and minimize the total resource usage. The model allows 
having different unit production rates among the units, 
and non-continuous flow of crews between the repetitive 
units by dividing the activity into sub-activities. 

García-Nieves et al. (2018) developed LSM-based 
optimization model that minimizes the project duration, 
considering resource constraints. It incorporates logical 
sequence constraints between sub-activities of the same 
activity and of interdependent activities to allow activities 
to be executed discretionally in a fragmented way or in 
a continuous way. Moreover, it allows multiple modes of 
execution for each activity in the form of the crew size 
to help accelerate the model. However, those modes 
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are controlled to prevent any inefficient hiring and firing 
conditions by using several indices that measures the ef-
ficiency of resource consumption and resource levelling 
of the optimal solutions, including: resource improvement 
coefficient, the resource idle days, resource surplus-con-
sumption ratio, and resource consumption-availability ra-
tio. Wang et al. (2020) developed a two-staged LSM-based 
optimization model using particle swarm optimization for 
resource leveling using a third type of float. In the first 
stage, an optimum LSM schedule is developed consider-
ing activity type, resource usage, duration constraint and 
logical constraints between activities. In the second stage, 
the non-controlling activities are optimized by changing 
the start time and construction rate within the newly de-
fined third type of float to achieve better resource profile 
in terms of resource fluctuations. The model uses the mini-
mum absolute difference between resource consumption 
in consecutive time periods as an objective function to 
minimize resource consumption. 

3. Research objective
From the literature review, it can be noted that the earlier 
efforts that have addressed the resource leveling prob-
lem in repetitive construction projects can be classified 
into two groups: 1) LSM-based repetitive models, and 2) 
LOB-based repetitive models. It has been noted that the 
existing research attempts, to optimize the resource lev-
eling in LOB-based schedules, are incapable to guarantee 
generating the optimal solution. They are suffering from 
several limitations, including: (1) being limited to finding 
an optimum leveled resource profile for a fixed input LOB 
schedule leading to excluding a research space of a huge 
number of possible optimal solutions (e.g., Damci et al., 
2013a; Koulinas & Anagnostopoulos, 2012), (2) using a 
fixed number of crews across the units and thus limiting 
the number of possible optimal solutions that can reduce 
the project duration and resource fluctuations (e.g., Tang 
et al., 2018); and (3) being limited to serial repetitive con-
struction projects where each activity is assumed to have 
only one predecessor (e.g., Damci et al., 2013a; Tang et al., 
2018). Accordingly, the objective of this research is to ad-
dress those limitations by developing a LOB-based optimi-
zation model that aims at arriving at the optimum sched-
ule that minimizes resource consumption and fluctuations, 

while satisfying the desired project duration. As opposed 
to the existing LOB models, the proposed model allows 
changing the number of crews across the repetitive units, 
and subsequently the activity’s progress rate to facilitate 
finding the optimum solution. Additionally, the proposed 
model accommodates non-serial repetitive projects; such 
that, it allows each activity to have one or more predeces-
sors in order to enhance the model’s practicality.

4. Proposed LOB-RL Optimization Model
This research proposes an enhancement to the earlier LOB 
models developed by Damci et al. (2013a, 2013b) and Tang 
et al. (2018). As opposed to the earlier efforts, the pro-
posed LOB-RL optimization model has a built-in resource 
leveling (RL) feature that can generate a LOB schedule that 
meets a desired project duration with minimum resource 
consumption and fluctuations, yet with the flexibility of 
changing the number of crews across the repetitive units. 
The model consists of three modules, as shown in Fig-
ure 1: 1) a scheduling module that generates an initial 
LOB schedule given the project data (activities, logical 
sequence, crews productivity rates, etc.), 2) a resource 
leveling module that computes the daily resource usage 
and fluctuations in addition to generating a resource pro-
file, and 3) an optimization module that helps determine 
the optimum schedule and resource profile in an iterative 
process considering the input from the first two modules. 
Accordingly, the output of the model is an optimum LOB 
schedule that meets the required project duration with 
minimum resource consumption and fluctuations. The 
following sections explain each module in detail and the 
application of the model to a case study. 

4.1. LOB schedule module
To develop a LOB schedule for any given repetitive pro-
ject, it is necessary to determine the progress rate of the 
crews travelling from one unit to another in each activity. 
Therefore, the unit progress rate relies on the number of 
crews assigned to each activity travelling across the units, 
and the activity’s duration to finish one repetitive unit, as 
shown in Eqn (1). The duration in turn relies on the crews’ 
productivity rate, and the quantity of work or the required 
working hours to finish a given activity, as shown in Eqn (2).  

Figure 1. Research methodology framework
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Figure 2 shows an example, on the left hand side, for a 
LOB developed for a repetitive activity “A” progressing 
through discrete repetitive units using single crew (CR-1). 
The flow line connecting the activity in each unit repre-
sents the unit progress rate (upr). It should be noted that 
in this research, only the solid flow line (bold line in Figure 
2) is used in developing the schedules to facilitate viewing 
the schedule.
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where, uprij is the unit progress rate of each activity i (i = 
1 to m activities) in each unit j (j = 1 to N activities), Dij is 
the duration of activity (i) in unit (j), Cni is the number of 
crews travelling from one unit to another, cprij is the crew 
production rate of activity (i) at unit (j) which relies on the 
crew size, Qij is the quantity of work of activity (i) at unit 
(j) which is constant across the units for identical repetitive 
units, yet it is flexible to accommodate any irregular or 
non-identical units.

In this research, the schedule module allows changing 
(increasing or decreasing) the number of crews working 
across the repetitive units to improve the schedule (28), 
and overcome any delays due to leveling resources. Yet, 
using only one crew in a given repetitive unit. Currently, 
the existing model enable one activity to have two differ-
ent unit progress rates by increasing the number of crews 
to a new number (Cni

*) at a given unit (Ui) to minimize 
delays when leveling resources. For instance, on the right 
hand side of Figure 2, the unit progress rate has increased 
after the completion of unit 2 (i.e., Ui = 2) due to adding 
a second crew (CR-2) to work concurrently with the first 
crew (CR-1). Accordingly, the unit progress rate formulat-
ed in Eqn (1) will be modified to adapt the change in the 
number of crews as follows:

*
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Usually to develop a LOB schedule, there is a need 
to identify the cases where the activities are diverging or 
converging to avoid logical conflicts between activities 
when computing the start and finish times (Harris & Ioan-
nou, 1998). An activity would be diverging away from its 
logical predecessors, if the activity’s unit progress rate is 
lower than the rate of its predecessors. In this case, the 
activity’s start time in the first repetitive unit, considering 
the preceding activities, is computed from the finish time 
of the predecessor activity in the first unit in addition to 
any necessary time buffer. On the other hand, an activ-
ity would be converging towards its predecessors, if the 
activity’s unit progress rate is higher than the rate of the 
preceding activities. In this case, the activity’s start time in 
the last repetitive unit is constrained by the finish time of 
the predecessor in the last repetitive unit. 

However, since in the proposed schedule module, the 
activity can have different number of crews across the 
units, and thus different unit progress rates, it would be 
quite complex to determine whether the activity is diver-
ging away or converging towards its predecessor. There-
fore, this research adopted a variation of the shift method 
previously utilised using different variations in the litera-
ture (Hegazy et al., 2020; Hegazy & Kamarah, 2008; Long 
& Ohsato, 2009). 

In this method, the activity’s start time in the first 
repetitive unit is constrained with the finish time of the 
predecessor in the first unit in addition to any necessary 
time buffer. To facilitate identifying the predecessors of 
each activity in the formulations, they have been ranked 
from k = 1 to K. Accordingly, the predecessor (p) of activ-
ity (i) that falls in a given rank (k) is defined as (pi,k). The 
activity’s start time  

,1)( k
iSt  is first computed with respect 

to each ranked predecessor (k) using Eqn (4). Afterwards, 
the earliest possible start time (Sti,1) for a given activity (i) 
in the first repetitive unit (j = 1), is determined from the 
maximum start time among all predecessors, as shown in 
Eqn (5). The finish time of activity (i) in the first unit (Fti,1) 
would be computed by adding the activity’s duration (Di) 
to the start time, as formulated in Eqn (6). After computing 
the activity’s finish time in the first unit, the activity’s start 
and finish times at any subsequent unit can be computed 
using Eqns (7) and (8) below. 

Figure 2. An example of a developed LOB for a given activity
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is the finish time of the preceding activity 

(pi,k) in the first repetitive unit (j = 1), 
,, i ki pbuf
 
is the time 

buffer between activity (i) and the preceding activity (pi,k), 
if any, Fti,j is the finish time of activity (i) in unit (j), uprij is 
the unit progress rate of activity (i) in unit (j), and Sti,j is 
the start time of activity (i) in unit (j).

To avoid any logical conflicts between the activity and 
its predecessors due to the change in progress rates after 
changing the number of crews, a delta-shift time  

,( )k
i j  is 

calculated at each unit between the potential start time 
of the activity at each unit (Sti,j) and the finish time of the 
ranked predecessor at the same unit 

, , )(
i kp jFt , as shown in 

Eqn (9). Afterwards, the computed start time in Eqn (8) is 
modified or rescheduled by shifting it forward using the 
maximum delta-shift time value as formulated in Eqns (10) 
and (11).

,
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where, Di is the maximum delta-shift time computed from 
the difference between the start time of activity (i) and the 
finish time of each ranked predecessor (pi,k) in each unit 
unit (j), and ,1iSt′  is the rescheduled start time of activity 
(i) in first repetitive unit (j = 1) after being shifted with the 
amount of Di to avoid conflicts with the predecessors due 
to the change in progress rates.

However, to allow leveling the resources, activities are 
allowed to be delayed from their earliest start time to 
minimize resource consumption and fluctuations. Accord-
ingly, a delay variable (Dlevel) is added to the earliest start 
time ,1( )iSt′  computed in Eqn (11), for a given activity (i) in 
the first unit to accommodate the leveling objective, as 
shown for ,1( )iSt″ in Eqn (12) below. Accordingly, the finish 
time (Fti,1) of the first repetitive unit (j = 1) in each activ-
ity (i) that was computed in Eqn (6) will be rescheduled 
as shown for ,1( )iFt″  in Eqn (13) below. Finally, the project 
completion time can be computed from the latest finish 
time among all activities (i = 1 to m) in the last unit (j = 
N), as shown in Eqn (14). There is a need to determine the 
optimum delay “Dlevel” for each activity to avoid exceeding 
the desired completion time, therefore, it has been set as 
a decision variable as will be further described in Section 
4.3.1 of the optimization module. 

,1 ,1     ;
ii i levelSt St D″ ′= +    (12)

,1 ,1 , ;i i i jFt St D″ ″= +    (13)

1, 2, , ,max { ,  ,  .. };N N i N m NCT Ft Ft Ft Ft= … { }  1, , ,i m∀ ∈ … (14)

where, ,1iSt″  is the modified start time of activity (i) in the 
first unit (j = 1) after being delayed with the amount of 

ilevelD  to meet the leveling objective, CT is the project com-
pletion time, ,1iFt″  the modified finish time of activity (i) in 
the first unit (j = 1) following the modification in the start 
time, and (Fti,N) is the finish time of activity (i) in the last 
unit (j = N). 

To facilitate tracking the computation of the start and 
finish time of each activity in each given unit using the 
aforementioned equations, a flow chart has been de-
veloped as shown in Figure 3. In the figure, the steps of the 
scheduling module are divided into three phases. The first 
phase is the initial phase where the start and finish times 
of each activity in each unit are computed, using Eqns (1) 
to (8), regardless the impact of changing the number of 
crews in a given activity. In the second phase, the calcu-
lated start and finish times in phase 1 are rescheduled to 
consider the impact of changing the number of crews by 
shifting the activities using Eqns (9) to (11). In the third 
phase, a delay is add to the start time of each activity, if 
needed, to accommodate the resource leveling objective. 
The finish time of each activity and the project’s comple-
tion time are modified accordingly, as shown in Eqns (12) 
to (14). It should be noted that the LOB scheduling algo-
rithm is designed in this module to maintain strictly the 
crew work continuity for each crew utilized in each activity 
where each crew moved from one unit to another without 
being idle for waiting predecessor crew to finish its work. 

4.2. Resource leveling module
As previously mentioned in the LOB schedule module, ac-
tivities are allowed to be shifted from their earliest start 
time in an effort to minimize the resource consumption 
and fluctuations. However, to evaluate the effectiveness 
of this shift, there is a need to compute the correspond-
ing resource consumption and fluctuations to this shift. 
Therefore, the main objective of this module is to: 1) gen-
erate the resource profile or histogram, 2) compute the 
maximum daily resource consumption, and 3) capture the 
resource fluctuations. Accordingly, the daily resource con-
sumption (Rt) and maximum daily value (Rmax) are comput-
ed as shown below in Eqns (15) and (16): 
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max 1 2max { ,  ,  .. }t TR R R R R= … ,  (16)

where, Rt is the resource consumption in a given day (t), 
Ncij is the number of crews of activity (i) at unit (j) at a 
given time (t) considering the possible change in the num-
ber of crews from (Cni) to (Cni

*), and ri is the number of 
labors existing in the crew of activity (i). 
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To capture the resource fluctuations, this research 
adopts the method of computing the deviation of the daily 
resource consumption from the overall average consump-
tion (Damci et al., 2013a). The average daily consump-
tion is computed using Eqn (17) below. Afterwards, the 
overall deviation of the daily resource consumptions from 
the average is computed as shown in Eqn (18). Figure 4  
illustrates the adopted methodology to formulate the 
resource consumption and fluctuations. The smaller the 
deviation is, the less the fluctuations are. Therefore, the 
objective of the optimization model is to minimize this de-
viation and the peak resource consumption, as described 
in the following section.

1

T
tt
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R
R
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==

∑ ;  (17)

1 1

T T

t avg t
t t

Dv Dv R R
= =

= = −∑ ∑ ,  (18)

where, Ravg is the average daily consumption, Rt is the re-
source consumption in a given day (t), TD is total project 
duration computed as shown in Eqn (17), and (Dv) is the 
overall deviation of the daily resource consumption devi-
ations from the average consumption.

4.3. Optimization module
The main purpose of this module is to find an optimal or 
near-optimal schedule for repetitive construction projects 
that minimize the daily resource consumption and fluctua-
tions. As previously described, activities are allowed to be 
delayed from their earliest start time to level the resourc-
es. As a result, the project duration might get extended.  

Figure 3. LOB scheduling module steps
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To avoid exceeding the desired project duration, the 
model allows changing the number of crews assigned to 
a given activity to increase the progress rate. It allows as 
well increasing the number of crews at a certain repetitive 
unit to further enhance the progress rate. Accordingly, the 
aim of the developed optimization module is to determine 
for each activity (i) at each repetitive section (j): 1) near-
optimal start time by determining the optimum leveling 
delay, 2) near-optimal number of crews for every activity, 
3) the optimal unit where the number of crews can change 
to achieve optimum progress rate that satisfies the de-
sired duration, and 4) Near-optimal new number of crews 
for every activity after change. The optimisation model is 
formulated as a linear integer programming model. The 
model’s parameters and formulations are shown in the fol-
lowing sections.

4.3.1. Decision variables

To achieve the four goals of the optimization model as 
previously described, four decision variables have been 
identified along with their upper and lower boundaries in 
the optimization model, as follows:

1) “
ilevelD ” is the delay allowed for every activity (i) from 

its earliest start time to serve the leveling purpose, 
as formulated in Eqn (12):

   
10 .

ilevel
i

ND
upr
−

≤ ≤
 

 (19)

2) “Cni” is the number of crews assigned to activity (i) 
which determines the unit progress rate as formu-
lated in Eqn (1):

   1 ≤ Cni ≤ max Cni,  (20)

where, “max Cni” is the maximum available num-
ber of crews that can be assigned to activity (i). The 
maximum theoretical value of max Cni is “N” which 
represents the total number of units assuming one 
crew working in each unit. 

3) “Ui” is the unit number where the number of crews 
changes in activity (i) to achieve the desired prog-
ress rate, as formulated in Eqn (3):

   1 ≤ Ui ≤ N.  (21)

4) “Cni
*” is the new number of crews assigned to ac-

tivity (i) after the change at unit “Ui” to achieve the 
desired progress rate, as shown in Eqn (3):

    1 ≤ Cni
* ≤ max Cni.  (22)

The upper and lower boundaries of the variable “Cni
*” 

is based on the assumption that only one crew can be as-
signed to any given unit, and that the crew is not released 
until the assigned unit is completed. 

4.3.2. Constraints

The lower and upper boundaries of the previously de-
scribed decision variables have been set as constraints 
in the developed optimization model, as formulated in 
Eqns (19) to (22). Construction projects are usually con-
strained with a desired project duration. Accordingly, the 
project completion, computed using Eqn (14), has been 
constrained to meet a desired project duration (DD), as 
follows:

CT ≤ DD.  (23)

4.3.3. Objective function

To minimize resource consumption and fluctuations, there 
is a need to minimize the maximum resource daily con-
sumption computed using Eqn (16) and the overall devia-
tion from the average daily consumption computed using 
Eqn (18). Accordingly, to satisfy both objectives, a multi-
objective function has been formulated to minimize both 
using the following equation:

Min:Y = (Dv + P ´ Rmax),  (24)

where, Dv is the overall deviation, Rmax is the maximum 
daily resource consumption, and P is a penalty variable 
that helps penalize any increase in the peak resource con-
sumption and thus helps minimize Rmax. 

4.3.4. Optimization solver

To arrive at the optimum solution, different combinations 
of the decision variables need to be examined. Accord-
ingly, it is a combinatorial problem. To solve this problem, 
genetic algorithms (GA) has been utilized to arrive at the 
optimum solution, as it is quite efficient in solving prob-
lems with medium and large solution spaces (Saad et al., 
2021; Hegazy & Kamarah, 2008; Senouci & Eldin, 2004). 
GA is a metaheuristic optimization solver that replicates 
the natural evolution of genes, survival of the fittest, when 
searching for the optimum solution. The GA process con-
sists mainly of three operations: reproduction, crossover, 
and mutation. Reproduction is the process of selecting the 
parents for the crossover and mutation operations. The 
crossover operation is responsible for exchanging genes 
between two parents to generate a new population. To 
allow searching the whole solution space, the mutation 
operation is responsible of enforcing diversity by introdu-
cing random changes in the generated solutions. 

Thus, GA process follows sequential steps based on 
the defined objective function, decision variables, and con-
straints (Senouci & Eldin, 2004): 1) generation of chromo-
somes based on the decision variables, 2) generation of 
the initial parent population of chromosomes, 3) selection 
of an offspring generation based on the fitness values of 
the strings in the parent population, then (4) generate the 

Figure 4. Illustration of the resource leveling methodology
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next generation of solution strings through crossover and 
mutation. Figure 5 illustrates a flowchart that shows the 
GA process in the proposed optimization module to arrive 
at the optimum LOB schedule. Moreover, it demonstrates 
the interaction between the three developed modules: 
scheduling module, resource leveling module, and the 
optimization module. 

5. Application example
To verify and validate the proposed model and illustrate 
its capabilities, a comparative analysis has been conducted 
using a case study from the literature review. The study 
was originally used by Tokdemir et al. (2006) to generate 
LOB schedule without attempting to consider the leveling 
of resource; and later was used by Damci et al. (2013b) 
and Tang et al. (2018) to illustrate the capabilities of their 
developed models in optimizing LOB schedules while con-
sidering the leveling of resource. The case study is for a 26 
Km pipeline construction project that included 7 activities 
(i = 1 to 7) and 26 repetitive units (each unit consists of 
1 Km, j = 1 to 26). Table 1 shows the data of the origi-
nal example for each activity including: activity ID, activity 
description, logical sequence between the activities (IPA), 
quantity of work in terms of working hours required to 
finish the activity, the number of workers per crew, crew 
production rate considering the number of workers and 
working hours in a day, the duration required to complete 
one unit, the number of crews travelling across the units 

as in original case, and the corresponding unit progress 
rate (upri).

To verify the mathematical formulation of the de-
veloped model and the embedded scheduling module, 
the generated LOB schedule and resource profile have 
been compared to the ones generated by Tokdemir et al. 
(2006), without running the optimization model. Accord-
ingly, the LOB schedule was generated using the LOB 
Schedule Module by applying Eqns (3) to (14), as shown 
in Figure 6. The resource profile associated with the de-
veloped LOB schedule is generated using Resource Lev-
eling Module by applying Eqns (15) to (18) as shown in 
Figure 7. In this comparison analysis, it has been assumed 
that: (1) the number of crews for each activity is similar to 
the original case presented by Tokdemir et al. (2006) (see 
column 7 in Table 1) as well as keeping number of crews 
fixed from the first repetitive unit to the last unit, and (2) 
the activity starts at its earliest possible start which means 
that 

ilevelD  is assumed to be equal to zero. The outcome 
of this analysis confirms that the results generated by the 
developed model are identical to the one generated by 
the original example presented by Tokdemir et al. (2006) 
with project duration of 65 days and the daily resource 
consumption with a maximum value (Rmax) of 102 and a 
minimum value of 6.

It can be noted from the results of original case that 
was generated without optimizing the level of resource 
that there are undesirable deep valleys in the resource 
profile; the resource number increase to 72 then decreases 
to 14, and afterwards increase one more time to 102 and 
so forth. Accordingly, there is a need to produce an opti-
mal LOB schedule that reduces those fluctuations when-
ever possible while maintaining the project duration at 65 
days.

To illustrate the capabilities of the proposed optimiz-
ation model and compare its performance against the 
existing models in terms of generating the optimal/near 
optimal LOB schedule that reduces resource fluctuations 
and consumption, two scenarios have been carried out.  

Figure 5. Sequential steps of the proposed LOB-RL Optimization Model
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In the first scenario, the objective of the optimization model 
is to determine the optimum start time of each activity and 
the optimum number of crews travelling across the units 
that would minimize the maximum resource consumption 
and the overall deviation. In this scenario, the number of 
crews will remain fixed across the units. Accordingly, only 
the first two decision variables of the optimization model 
are used in this scenario. In the second scenario, on the 
other hand, the number of crews is allowed to change at 
a certain unit within the same activity. Therefore, in this 
scenario, the objective of the optimization model is to de-
termine the optimum unit to change the number of crews, 
the optimum number of crews before and after change, 
and the optimum start time of the activity. Thus, the all 
four decision variables previously described in the opti-
mization module are used in this scenario. To validate the 
model, the results of those two scenarios will be compared 
against the earlier efforts of Damci et al. (2013b) and Tang 
et al. (2018) that attempted as well to minimize resource 
consumption fluctuations.

The optimization setup has been developed in an excel 
spreadsheet, where the solver “SolveXL”, which is a widely 
used Excel Add-in in solving engineering problems, has 
been used. To run the optimization model, GA parameters 
in “SolveXL” have been identified based on the solver’s 
user guide and the literature review (Hassanat et al., 2019; 
SolveXL, 2018), including: problem type, population size, 
crossover rate, and mutation rate. The most influential pa-
rameter is the population size, if it is too small, GA may fail 
to reach an optimum solution, and if it is too large, GA will 
take longer time to complete a run and reach a solution. 
Accordingly, a population size of 100 has been selected 
which is quite reasonable for a problem of medium solu-
tion space (Saad et al., 2021). The number of generations 
and runs have been set to 1000, and 100, respectively. For 
the crossover rate, it has been set to the solver’s stan-
dard value of 0.95, using the “Simple one point” setting. 
This rate controls the crossover operation where a child is 
generated from two selected parents by exchanging genes 
based on the selected value. The “simple one point” set-
ting allows dividing each chromosome at a particular point 
where the crossover takes place by recombining one sec-
tion of one of the chromosomes with the opposite section 
of the other. To generate new population, the “Roulette” 
setting of the solver has been selected. This setting gives 
a higher chance for an individual to be selected in a rou-
lette for further mutation if it has a high fitness ratio with 
respect to the whole population fitness. The mutation rate 
has been set to 0.05, using the “Simple Mutator” setting. 
It allows only one gene in a given chromosome to change 
randomly during the crossover operation based on the se-
lected value to avoid getting stuck in local optimal solu-
tions. The “generational” algorithm type has been selected 
in the solver, which permits at each iteration, an entire new 
population to be generated from the old one through mu-
tation and crossover. The problem type has been set as a 
single objective, since the solver tries to minimize a single 
value “Y” as formulated in Eqn (24). In both scenarios, the 
maximum number of crews “max Cni” that is allowed to be 
used for any given activity has been set to four crews; and 
the penalty variable in the objective function formulated in 
Eqn (24), has been set to 100 after several trials to arrive 
at better results. 

Table 1. Original case study description

Act Activity Description IPA Quantity (Qi)
w-hrs

No. of workers 
per crew

Crew Productivity
(cpri) hr/day

No. of crews 
(Cni)

Duration 
days

Unit progress 
rate (upri)

(1) (2) (3) (4) (5) (6) (7) (8) (9)
A Locating & clearing – 96 6 48 2 2 1
B Excavating A 64 8 64 1 1 1
C Laying aggregate B 80 10 80 1 1 1
D Laying pipes C 84 7 56 2 1.5 1.33
E Testing D 80 10 80 1 1 1
F Backfilling E 96 6 48 2 2 1
G Compacting F 144 9 72 2 2 1

Figure 6. LOB schedule based on data of original case  
(before resource leveling)

Figure 7. Resource profile based on data of original case 
(before resource leveling)
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5.1. Scenario I
As stated earlier, in this scenario, the number of crews will 
be enforced to remain fixed across all the activity units. 
Accordingly, only the first two decision variables of the 
optimization model are used in this scenario. The objective 
of this scenario is to determine (a) the optimum start time 
of each activity, and (b) the optimum number of crews 
travelling across the units.

Since the project in the case study has 7 activities, the 
number of decision variables in the optimization model 
is 13 decision variables; 6 variables for the leveling de-
lay time “

ilevelD ” for each activity excluding activity A that 
should start at time 0, and 7 variables for the number of 
crews Cni used in each activity. After running the optimi-
zation model for this scenario, the optimal/near optimal 
LOB schedule is generated as shown in Figure 8, where 
it can be noticed that the project duration is maintained 
at almost 65 days. Table 2 shows the optimum results for 
the start time and the number of crews for each activity. 
It can be noticed that the progress rates of activities A, 
D, E, and G are increased by increasing the number of 
crews to overcome the delays caused due to leveling and 
thus avoid exceeding the desired project duration. The re-
source profile associated with the generated LOB schedule 
is presented in Figure 10a showing minimum and maxi-
mum resource consumptions (Rmin and Rmax) of 12 and 
39, respectively.

5.2. Scenario II
As stated earlier, in this scenario, the number of crews is 
allowed to change at a certain unit within the same activ-
ity. Therefore, the all four decision variables previously de-
scribed in the optimization module are used in this scenar-
io. The objective of the optimization model in this scenario 
is to determine the optimum unit to change the number 
of crews, the optimum number of crews before and after 
change, and the optimum start time of the activity.

The number of decision variables in this scenario is 27 
decision variables; 6 variables for the leveling delay time 
of the activities 

ilevelD  (activity A is not included because it 
should start at time 0); 7 variables for number of crews Cni 
used in each activity; 7 variables for unit number Ui where 
the number of crews change; and 7 variables for new num-
ber of crews Cni

* after change. After running the optimiza-
tion model for this scenario, the optimal/near optimal LOB 
schedule is generated as shown in Figure 9, where it can 
be noticed that the project duration is maintained at ex-
actly 65 days. Table 3 shows the optimum values for each 
decision variable after running the model. 

It can be noted in Figure 9 that activities A, E, F and G 
are changing crews at units 8, 3, 5, and 18, respectively. 
The remaining activities are using fixed number of crews 
across the units. In comparison with scenario 1, the start of 
activity F is delayed 5 days. To overcome this delay, Activity 
G utilized more resources by changing from 3 to 4 crews 

at the 18th unit. The resource profile associated with the 
generated LOB schedule is presented in Figure 10b show-
ing minimum and maximum resource consumptions (Rmin 
and Rmax) of 6 and 36, respectively.

Figure 8. LOB schedule after implementing scenario I

Figure 9. LOB schedule after implementing scenario II

Table 2. Results of scenario 1

Act Activity Description Optimum Start 
time (Sti,1)

Optimum No. 
crews (Cni)

A Locating and clearing 0 3
B Excavating 2 1
C Laying aggregate 5 1
D Laying pipes 19 3
E Testing 31 2
F Backfilling 35 2
G Compacting 47 3

Table 3. Results of scenario II

Act Activity 
Description

Start time 
(Sti,1)

No. 
crews 
(Cni)

Unit of 
crew 

change 
(Ui)

New 
number 
of crews 

Cni
*

A Locating and 
clearing 0 2 8 3

B Excavating 2 1 – –

C Laying 
aggregate 3 1 – –

D Laying pipes 21 2 – –
E Testing 28 1 3 2
F Backfilling 40 2 5 3
G Compacting 42 2 18 4
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5.3. Discussion
To further validate the proposed LOB-RL optimization 
model, a comparison has been conducted between the 
results of the proposed model and the ones generated by 
the earlier efforts of Damci et al. (2013b) and Tang et al. 
(2018) using same case study. Figure 10 shows the re-
source profiles generated using the proposed model in 

case of scenario one and two, and the resource profiles 
after implementing the previously mentioned earlier ef-
forts. It can be noticed that all four models resulted in a 
better resource profile in terms of daily resource fluctua-
tions compared to the original case. Table 4 summarizes 
the results of the four models in terms of: 1) total duration, 
2) the maximum resource consumption (Rmax), 3) the mini-
mum resource consumption (Rmin), and 4) total deviation 
Dv of the daily resource consumption deviations from the 
average consumption.

From Table 4, that all four models maintained the de-
sired project duration. The models of Damci et al. (2013b) 
and Tang et al. (2018) reduced the maximum resource 
consumption (Rmax) from 102 to 89 (–13%) and 50 (–51%), 
respectively. However, the proposed model has arrived at 
better results; it reduced the maximum resource consump-
tion (Rmax) to 39 (–62%) in scenario I and 36 (–65%) in 
scenario II. Also, the valleys in the resource profile have 
been minimized in the resource profiles generated by the 
proposed model in comparison with the earlier efforts. 
Such that, Damci et al. (2013b) and Tang et al. (2018) re-
duced the total deviation from 1390 to 1037 (–25%) and 
to 374 (–73%), respectively. However, the proposed model 
has arrived at better results; it reduced the total deviation 
to 378 (–73%) in scenario I and 260 (–8%) in scenario II.

Accordingly, the conducted comparative analysis con-
firm that the proposed model outperforms the earlier ef-
forts in terms of the overall deviation from the average 
consumption, and the maximum daily resource consump-
tion especially in the second scenario where the feature 
that allows the crews to change within the same activity is 
used. Moreover, the difference between the maximum and 
the minimum daily resource consumption is minimized in 
the proposed model in comparison with the earlier efforts, 
which is quite effective in terms of resource procurement. 
In addition, the proposed model is designed to consider a 
non-serial repetitive construction projects where an activ-
ity is able to have one or more predecessors. 

6. Conclusions

A new optimization model has been developed for im-
proving the levelling of resource consumption in repeti-
tive schedules. The model helps arrive at optimum LOB 
schedules with minimum resource fluctuations and daily 
resource consumption. Unlike the existing efforts, it mini-
mizes the deviation of the daily resource consumption 

Figure 10. Resource profile using: a – scenario I of the proposed 
model; b – scenario II of the proposed model; c – model of Damci 

et al. (2013b); d – model of Tang et al. (2018)
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Table 4. Comparing the performance of the leveled resource profiles using the proposed model and the existing models

Model Total 
duration

Total deviation from 
average Dv

Minimum resource 
usage minR

Maximum resource 
usage maxR

Tokdemir et al. (2006) (Original case w/o leveling) 65 1,390 6 102
Damci et al. (2013b) 65 1,037 (–25%) 6 89 (–13%)
Tang et al. (2018) 65 374 (–73%) 6 50 (–51%)
Proposed model (scenario I) 65 378 (–73%) 12 39 (–62%)
Proposed model (scenario II) 65 260 (–81%) 6 36 (–65%)
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from the average consumption, while having the flex-
ibility of changing the number of crews within the same 
activity to compensate for any delays due to the level-
ling process. The model consists of three modules: 1) LOB 
scheduling module, 2) resource levelling module, and 3) 
optimization module. It determines for each activity the 
optimum start time by determining the optimum levelling 
delay, the optimum number of crews traveling across the 
units, the optimum unit where the number of crews can 
be changed, and the optimum new number of crews after 
the change. To validate the performance of the model, an 
example from the literature has been used to compare the 
performance against earlier efforts. The results proved the 
outperformance of the proposed optimization model in 
comparison with the existing efforts in terms of resource 
consumption and fluctuations. 

In essence, the proposed model has proved its efficien-
cy in producing LOB schedules for repetitive projects that 
can result in more efficient and practical resource profiles. 
Thus, it can reduce hidden costs due to inefficient resource 
utilization on site. 

7. Future work and limitations 
Despite the novelty of the present optimization model in 
the field of resource management optimization in linear 
repetitive projects, number of future research aspects is 
identified to evolve the proposed model and eliminate its 
limitations. Currently, the proposed optimization model is 
formulated to meet a desired duration as a constraint. It 
can be extended in the future to a multi-objective model, 
where the duration can be minimized as well. Also, it can 
be extended to include the costs of hiring and firing (mo-
bilization and demobilization) resources and being idle 
on-site due to inefficient scheduled resource consumption. 
In future research, the proposed methodology should be 
tested using a larger real-life case study of different repeti-
tive project types to validate its merits. While this study 
investigates resource management under normal schedul-
ing conditions, future work needs to extend the capability 
of the proposed approach to be dynamic for using it in 
monitoring and controlling the project in real-time and 
investigate resource management under crashing schedul-
ing conditions, as well as uncertainties in large linear pro-
jects. In the current work, only a single crew resource type 
was used; future work may consider scheduling multiple 
crew resources in the project activities.
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