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Article History:  Abstract. Supply chain management plays a pivotal role in the smooth execution of prefabricated construction. One 
key aspect involves strategically placing and sizing buffers to handle uncertainties (e.g., stochastic material lead-times 
and activity durations) within the prefabricated construction supply chain (PCSC). This study examines three buffering 
policies based on varying combinations of time and inventory buffers to mitigate stochastic material delays and activity 
prolongs in PSCS, namely, pure inventory buffering policy, pure time buffering policy, and mixed inventory-time buffer-
ing policy. To enable this analysis, we characterize how stochastic material delays originating from off-site supply chains 
impact project schedules, and then develop mathematical procedures for sizing inventory and/or time buffers under 
the three buffering policies. Case application and numerical analysis are conducted to investigate the performance of 
these buffering policies and the impact of the project characteristics on them (e.g., due date and arrival rate). Finally, 
insights are extracted to assist managers in choosing appropriate policies for projects with different characteristics. In 
general, combining inventory and time buffers results in better performance, particularly under tight project deadlines 
and high arrival rates. The pure time buffering policy can also be a viable option in specific situations, allowing manag-
ers to have more choices.
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1. Introduction
Over the last few years, industrialized construction (IC) 
has been rapidly developing and evolving. IC revolution-
izes the traditional construction methods by implement-
ing off-site mass production, leading to increased safety, 
cleanliness, energy efficiency, and environmental conser-
vation in the industry (Ekanayake et al., 2020; Liu et al., 
2018; Wang et al., 2020). Under the trend of IC, projects 
are characterized by standardized processes and supply 
chains of prefabricated materials, e.g., prefabricated hous-
ing (Xu & Zhao, 2010). However, the success of these pro-
jects critically depends on the prefabricated construction 
supply chain management, which encompasses both pro-
ject and supply chain operations. PCSC plays a key role in 
connecting construction sites and off-site factories (Wang 
et al., 2019). 

However, PCSC still faces turbulence and disruptions 
due to uncertainty and fragmentation. Generally, there are 
various possible causes for uncertainty in PCSC, such as 

stochastic activity durations and material delays: 1) Sto-
chastic activity durations usually stem from inaccurate time 
estimates, bad weather conditions, and other factors. They 
may result in changes in the starting times of subsequent 
activities and lead to additional costs due to required 
subcontractor flexibility and due to schedule nervousness 
(Lambrechts et al., 2011). Recent studies have investigated 
robust project scheduling with stochastic activity durations 
(Bruni et al., 2017; Chakrabortty et al., 2017; Fu et al., 2015; 
Ning et al., 2017). 2) Random material delays are also prev-
alent in PCSC due to stochastic lead times, where the pro-
cessing times at the producer and fabricator are stochastic, 
delaying the delivery of prefabs beyond the due date. Such 
delays could result in significant waiting periods and affect 
project stability and duration. It is confirmed by an inves-
tigation of time waste in construction, which reveals that 
the site workforce spends a considerable amount of time 
waiting for approval or for materials to arrive on site (Yeo 
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& Ning, 2002). Wambeke’s et al. (2011) case study research 
shows that material delay is one of the key causes of low-
frequency/high-severity variation and black swans in the 
construction industry. Past research has identified similar 
situations in Brown et al. (2004), Elfving et al. (2010), Walsh 
et al. (2004), and Zhai et al. (2019a, 2019b). 

Buffers are regarded as the most effective method of 
managing uncertainties. Buffers fall into five categories: in-
ventory, time, capacity, plan, and financial buffers (Ballard 
& Howell, 1995; Tommelein et al., 2009; Tommelein, 2020; 
Russell et al., 2013). Inventory and time buffers are the 
most commonly used tools for addressing potential dis-
ruptions during project execution, such as stochastic ma-
terial delay and activity prolong. Research has extensively 
employed time buffers to enhance project stability and du-
ration no matter the type of uncertainty. It is pretty easy to 
understand. Various uncertainties, including the stochastic 
material delays originating from the off-site supply chains, 
can eventually be propagated to the on-site project net-
work. Inserting time buffers into the on-site project net-
work can effectively accommodate them. Nonetheless, it 
may extend the project makespan and result in idle time 
and wasted resources (such as workforce and equipment) 
(Lu et al., 2018). In the case of stochastic material delays, 
implementing inventory buffers or a combination of inven-
tory and time buffers would be a more efficient solution, 
as it reduces idle time in the project schedule network. 
However, the applicability and effectiveness of time and 
inventory buffers in PCSC have not been adequately as-
sessed and evaluated to date.

Given the above background, this study investigates 
three buffering policies to address stochastic material 
delays and activity durations in PCSC: the pure inventory 
buffering policy, pure time buffering policy, and mixed 
inventory-time buffering policy. As the name suggests, 
under the pure inventory buffering policy, only inven-
tory buffers will be deployed to respond to uncertainties. 
Similarly, the pure time buffering policy will only deploy 
time buffers. Whereas, the mixed inventory-time buffer-
ing policy with deploy both inventory and time buffers 
simultaneously. Then the following work will be carried 
out regarding these three buffering policies: 1) investigat-
ing the mathematical relationship between material sup-
ply delays and schedule deviations and developing models 
and procedures to strategically locate and size the inven-
tory and/or time buffers under these buffering policies; 2) 
making inter-policy comparisons and identifying the most 
appropriate policies for the projects with different charac-
teristics. This study fills the gap related to the quantitative 
performance evaluation and comparison between different 
buffering policies and provides insights for effective buffer 
management in PCSC.

The rest of this paper is structured as follows. The 
paper first offers the “Literature review” section. Then, 
the “Problem statement” section illustrates the practical 
problem of buffering decisions. The “Assumptions” and 
“Models and procedures for alternative buffering policies” 

sections introduce the assumptions, mathematical mod-
els and procedures for the three buffering policies. The 
“Model validation and numerical analysis” section covers 
performance validation and comparisons. Finally, the “Dis-
cussion” and “Conclusions” sections are presented.

2. Literature review
2.1. Uncertainties in PCSC
Han et al. (2022) conducted an overall review of PCSC and 
analyzed keyword co-occurrence of the related research. 
It showed that the total link strength and co-occurrence 
times of “Uncertain” are very high and rank very high 
among all keywords. Uncertainties in PCSC could be fur-
ther divided into demand uncertainty (Zhai et al., 2018), 
material delivery and logistics uncertainty (Hsu et al., 2018; 
Liu & Lu, 2018; Xu et al., 2016), operational and productiv-
ity uncertainty (Hsu et al., 2017, 2019), due date uncertain-
ty (Kim et al., 2020), labor force and equipment reliability 
and availability uncertainty, work and jobsite conditions 
uncertainty, etc. However, most of the previous studies 
that mention uncertainty mainly focus on the topics of 
supply chain optimization (e.g., production scheduling, 
logistics planning, and reverse logistics network design), 
rather than grasping the comprehensive impacts of all un-
certainties and how to cope with them. Research towards 
positioning buffers to hedge against uncertainties in PCSC 
is limited. Zhai et al. (2018, 2019a, 2019b) investigated the 
buffer space hedging issue in PCSC and developed several 
mechanisms to enables win-win coordination between the 
building contractor and logistics provider towards buffer 
space hedging decisions. However, the series of studies 
only considers prefabs supply uncertainties and adopts 
only one type of buffers. In this research, we focus on both 
the uncertainties stem from the off-site factories and con-
struction sites, i.e., material supply uncertainty and activity 
duration uncertainty. Meanwhile, various forms of buffer 
technologies will be used to deal with these uncertainties.

2.2. Time buffer
Time buffers are widely investigated in two fields, i.e., Criti-
cal Chain scheduling and Buffer Management (CC/BM) and 
robust project scheduling.

In the well-known CC/BM approach, time buffers are 
utilized as part of the time required to perform tasks 
(Goldratt, 1997). Time buffers within activities are then 
relocated to the end of the critical chain and noncritical 
chains to form the project buffer and feeding buffers, re-
spectively. Notably, CC/BM has emerged as one of the 
most prominent project management tools. Several meth-
ods have been proposed to determine the sizes of the 
project buffer and feeding buffers, such as the cut and 
paste method (C&PM) (Goldratt, 1997), root square er-
ror method (RSEM) (Newbold, 1998), probabilistic-based 
method (Poshdar et al., 2016), resource reliability analysis 
(Zarghami et al., 2020), failure mode and effects analysis 
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(FMEA) (Zohrehvandi & Khalilzadeh, 2019), network de-
composition method (She et al., 2021), brittle risk entropy 
(J. L. Peng & C. Peng, 2022), and data driven method (Li 
et al., 2022). 

Furthermore, extensive research on time buffer sizing 
has been conducted in the area of robust project schedul-
ing. Unlike CC/BM, these studies propose procedures to 
scatter time buffers in front of each activity (Herroelen & 
Leus, 2004; Leus, 2003), which are primarily employed to 
absorb project uncertainties that may lead to changes in 
the starting times of activities. The scattered time buffers 
guarantee the starting time of each activity and enhance 
schedule robustness, particularly when addressing un-
certain activity durations (Bruni et al., 2017; Chakrabortty 
et al., 2017; Moradi & Shadrokh, 2019), resource disrup-
tions (Chakrabortty et al., 2016; Lambrechts et al., 2011), 
and rework risks (Zhu et al., 2021). In the present study, 
this type of scattered time buffer will be used. Solving the 
time buffer sizing problem for robust scheduling depends 
on measuring the impact of uncertainty on the project 
schedule and assessing the project schedule’s robustness. 
The former varies depending on the uncertainty factors 
considered, with a prominent method for modeling the 
impact of resource breakdowns on an activity’s actual 
duration proposed by Lambrechts et al. (2011). The latter 
can be measured by the sum of the weighted instabil-
ity costs of all activities (Herroelen & Leus, 2004; Leus, 
2003) or other surrogate measures developed to improve 
computational efficiency, such as starting time criticality 
(STC) (Van de Vonder et al., 2008; Liang et al., 2020), float 
index (Zahid et al., 2019), or the slack utility function of 
each activity (Ma et al., 2019). Besides, Poshdar et al. (2018) 
proposed a multi-objective probabilistic-based buffer allo-
cation method (MPBAL) to determine the optimum alloca-
tion of time buffers in the construction schedule. Zarghami 
and Zwikael (2023) developed a three-step method to al-
locate time buffers by simultaneously considering the e 
probability and impact of disruptions. It also incorporated 
a key attribute of project complexity (i.e., the intercon-
nectedness between project activities) into the process of 
buffer allocation.

2.3. Inventory buffer
Besides, several researchers studied the inventory buffer 
issues in construction projects. Ballard and Howell (1994, 
1998) investigated the impact of inventory buffers on pro-
ject variability, whereas Horman and Thomas (2005) ana-
lyzed the role of inventory buffers in labor performance. 
Tommelein et al. (2009) summarized the various functions 
of inventory buffers in the construction supply chain. Un-
der the trend of IC, with mass production and prefabri-
cated items developed in off-site supply chains, the ef-
fect of inventory buffers on project variability and labor 
performance rises in prominence. However, the inventory 
levels are usually manually in the studies related to con-
struction supply chain analysis and optimization, such as 

Pan et al. (2011) and Liu and Tao (2015). Only a few stud-
ies have investigated quantitative methods for inventory 
sizing issues, such as Walsh et al. (2004), who developed 
a strategic inventory location model to align with material 
demand in a capital project supply chain. Similarly, Lu et al. 
(2016) developed a procedure for determining the inven-
tory levels of construction materials under nonstationary 
stochastic material demand and supply yield. 

The term “inventory buffer” in the manufacturing in-
dustry is commonly referred to as safety stock, which 
serves as a crucial tool for hedging against uncertainties 
or risks arising from demand (Thevenin et al., 2021), lead 
time (Ben-Ammar et al., 2019), supply yield (Chaturvedi & 
Martínez-de-Albéniz, 2016), production disruption (Stro-
hhecker & Größler, 2019), and so on. Currently, there are 
two principal methods for determining the appropriate 
level of safety stock: the guarantee service-time approach 
and the stochastic service-time approach (Schoenmeyr & 
Graves, 2022). The guarantee service-time approach as-
sumes certain service or delivery times provided by a sup-
plier to their downstream customers, while the stochastic 
service-time approach accounts for material availability at 
the supplier stage and assumes stochastic service. In this 
study, we will use the stochastic service-time approach 
because of the stochastic delay caused by stock-out and/
or unpredictable processing times, making the guarantee 
approach impractical. However, all of these works focus on 
the material supply chain operations without considering 
the project scheduling and their interactions. Specifically, 
the literature focuses on establishing mathematical rela-
tionships between stochastic supply delays and customer 
demand service levels. When this approach is applied to 
dimensioning the safety stock of PCSC, additional issues 
need to be examined, such as the impact of stochastic 
supply delays on the project schedule.

2.4. Comparison of inventory  
and time buffers
Although both time and inventory buffers function as a 
safeguard against uncertainties, there are significant dis-
tinctions between the two. Horman (2000) emphasized 
that while the time buffer is highly responsive, it is also 
significantly expensive despite its utilization. Conversely, 
the inventory buffer is comparatively less responsive and 
less costly, as it can be easily repurposed if not needed. 
Additionally, Horman and Thomas (2005) and Lu et al. 
(2018) pointed out that the inventory buffer can maintain 
continuous operational flow, even if it encounters chal-
lenges at previous stages. On the other hand, the time 
buffer ensures the start time of the following stages is 
independent of ground conditions. Both the inventory and 
time buffers have their respective advantages and disad-
vantages, and in certain cases, they can complement each 
other. In some contexts, the time buffer may be more ap-
plicable, while for others, the inventory buffer may be pref-
erable, or a combination of both may be optimal.
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2.5. Research gap and motivation
Previous research has extensively examined the use of in-
ventory and time buffers. However, according to the au-
thors’ knowledge, less research effort has been dedicated 
to the following issues:

1) Based on time and inventory buffers, a variety of 
forms of buffering policies can be formed, including 
the pure inventory buffering policy, pure time buff-
ering policy, and mixed inventory-time buffering 
policy (see “Problem statement” section for details). 
However, most studies only focus on the pure time 
buffering policy and do not pay attention to com-
parative analysis between the different buffering 
policies. To fill the gap, mathematical models and 
procedures will be proposed for the three buffering 
policies. Further analysis will also be conducted to 
compare their effectiveness.

2) Current buffer evaluations and comparisons are 
chiefly qualitative, providing restricted informa-
tion about the most suitable buffering policy. It is, 
therefore, crucial to differentiate between inventory 
and time buffers quantitatively. This analysis aims 
to evaluate and compare the performance of inven-
tory and time buffers in terms of project schedule 
robustness and inventory holding costs. It further 
intends to identify the appropriate buffering policies 
for projects with diverse characteristics. 

3. Problem statement
Figure 1 illustrates the general structure of the PCSC, in-
cluding both the on-site project network and off-site sup-
ply chains. The on-site project network denotes a type 
of recurrent projects which are similar in schedule and 
resource requirements. Simultaneously, projects arrive in 

a probabilistic manner, and the duration of each activ-
ity is also subject to stochasticity. Furthermore, particular 
activities require prefabricated units that are provided by 
off-site supply chains. Specifically, activity i requires pre-
fabricated units that supplied by the Ki-stage serial supply 
chain i. Activity i can only commence after the relevant 
prefabricated units arrive on-site and the immediate pre-
decessors are completed. However, the processing time at 
each supply chain stage is uncertain. The stochastic ma-
terial delays and activity durations frequently disturb the 
project schedule, e.g., deviation between the initial sched-
ule and the realized schedule. Motivated by this observa-
tion, this study focuses on the time and inventory buffers 
that accommodate uncertainties of material supply and 
activity duration.

As illustrated in Figure 2, two crucial choices need to 
be made to improve the initial schedule’s robustness. First, 
given the initial schedule, one has to decide whether to 
place inventory buffers in the off-site supply chains. Next, 
it has to decide whether to insert time buffers in front of 
activities. This corresponds to different buffering policies, 
i.e., no any buffers, pure inventory buffering policy, pure 
time buffering policy, and mixed inventory-time buffer-
ing policy. Among them, the pure time buffering policy 
is most commonly used in previous studies, while other 
policies are rarely mentioned. Having decided upon these 
policies, further analysis is required to determine how to 
strategically position and size the inventory and/or time 
buffers to improve the project schedule’s robustness. This 
includes identifying the supply chain stages that require 
inventory buffers and determining the optimal quantity to 
hold, as well as deciding how many time units to insert 
before each activity. Importantly, appropriate buffering 
policies must be identified for projects with diverse char-
acteristics.

Figure 1. Prefabricated construction supply chain
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4. Assumptions
This section makes the following assumptions on the on-
site project network and off-site supply chains, as well as 
their interface, according to observations in practice and 
mathematical simplification requirements:

1) On-site project network. (i) The on-site project net-
work is depicted using the activity-on-node repre-
sentation: the digraph G = (N, A) contains a set of 
nodes N and a set of arcs A. The nodes represent 
the activities constituting the project, whereas the 
arcs represent the finish-start, zero-lag precedence 
relations. (i, j)∈ A denotes that activity i (i = 1, ..., N) 
is an immediate predecessor of activity j. (ii) The ar-
rival rate of projects follows Poisson distribution and 
the stochastic duration δi of any activity i follows 
logarithmic normal distribution. This distribution 
function is widely used to model uncertain activ-
ity duration, such as Herroelen and Leus (2001) and 
Tukel et al. (2006). The corresponding parameters 
can be obtained through historical data or expert 
knowledge, or a combination thereof. (iii) The proj-
ect also has a planned deadline T, which is often set 
at the minimal project make span in the determinis-
tic environment increased with a deadline factor α. 
The deadline factor is usually chosen by the proj-
ect manager towards the trade-off between project 
stability and project duration (Van de Vonder et al., 
2005). 

2) Off-site supply chains. (i) All the off-site supply 
chains are serial-line structures. The kth (k = 1, 2, …, 
Ki) stage in supply chain i is denoted as stage ik. In 
construction projects, the most expensive prefabs 
are precast concretes and steel components. Their 
supply chains usually consist of two or three serial-
line stages. For instance, the fabricated steel struc-
ture supply chain consists of a producer (manufac-
ture standardized shapes), service center (serve as 
a warehouse before fabricator), and fabricator (cus-
tomize the structural steel according to engineer-
ing drawings). (ii) Each stage in the supply chains 
operates under a periodic review base-stock policy. 
The base-stock level at stage ik is represented as 
Bik. This assumption is based on the fact that mate-
rial procurement in construction projects is usually 
formulated as a fixed-ordering period (FOP) system, 
i.e., replenishing the inventory at the beginning of 
fixed intervals when new orders are acquired to cov-

er the demand for the succeeding intervals (Said 
& El-Rayes, 2010). This is equivalent to employing 
the base-stock replenishment policy, and the cor-
responding ordering period may be one week or 
month, depending on the production and transpor-
tation capacity of the supplier and the granularity 
of material planning. (iii) The lead time Lik (includes 
any waiting time, manufacturing time, and transpor-
tation time) at stage ik is stochastic. This assumption 
is true as the shortages of raw materials, machine 
failures, and unskilled operation occurre from time 
to time. Meanwhile, the probabilistic parameters of 
the lead time can be obtained through historical 
data or expert knowledge, or a combination thereof. 

3) Interface between on-site project network and off-
site supply chains. For any supply chain i, delivery is 
made as soon as inventory becomes available in all 
stages except the last one iKi where no early deliv-
ery can be made to projects on-site. This assump-
tion is based on the fact that the project sites usu-
ally have limited space. Accordingly, prefabricated 
units are not expected to arrive early.

5. Models and procedures for  
alternative buffering policies
5.1. Pure inventory buffering policy
To set correct inventory buffer sizes, it first needs to de-
scribe how stochastic material delays originating from off-
site supply chains are calculated. Beforehand, the service 
time Δik at each stage ik is introduced. It refers to the time 
elapsed between the downstream stage placing an order 
to the upstream stage and the upstream stage delivering 
the order to the downstream stage (Graves & Willems, 
2003). Each stage quotes a service time to its adjacent 
downstream stage. Due to the stochastic lead time, the 
service time at each stage is also stochastic. According 
to the general procedure developed by Hausman et al. 
(1998), Zipkin (2000), and Xu et al. (2016), for the kth stage 
in supply chain i, when k = 1, the probability RLikτ that 
demand di(t) (demand of prefabricated unit i at period t) 
is satisfied within τ periods can be expressed as 

( ){ } { } { }′ ′ ′ ′
τ = - + - τ + ≥ = =∑ 0 0 0Pr 1 0 Pr Pr .

ik

ik ik i ik i ik ik i i
L

RL B D L L L L L L   

( ){ } { } { }′ ′ ′ ′
τ = - + - τ + ≥ = =∑ 0 0 0Pr 1 0 Pr Pr .
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ik ik i ik i ik ik i i
L

RL B D L L L L L L
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When k ≥ 2, RLikτ can be expressed as:
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1
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Prefabricated unit demand is derived from activities in 
a randomly arrived project. Of course, di(t) is stochastic. 
Di(η) in Eqns (1) and (2) represents the total demand of 
prefabricated unit i over periods from t to t + η if η ≥ 0, 
and Di(η) = 0 if η ˂ 0.

Figure 2. Buffering policies
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Actually, RLikτ is the probability that Δik ≤ τ. Conse-
quently, the service time Δik at stage ik can be expressed 
as: 

{ }Δ = = 0Pr 0 ;ik ikRL    (3)

 { } τ τ-Δ = τ = - τ ≥1Pr ,  1.ik ik ikRL RL    (4)

With the service time, the relationship between the 
project schedule and supply plan can be described. An 
activity can start only after three conditions are met. That 
is, the planned starting time has been met, immediate 
predecessors have been completed and required prefab-
ricated units have been supplied to the site. Hence, the 
actual starting time si’ of activity i can be expressed as: 

( )′ ′ ′
∈ + δ Δ=max , , .

i ii j P i j j iKs s s
 

 (5)

Equation (5) reveals two approaches to prevent the 
deviation of the planned starting time and actual starting 
time of activity i. The first one is inserting a time buffer 
before activity i to prevent the completed time of activity j 
exceeds the planned starting time si. The second is holding 
inventory buffers in supply chain i to prevent the service 
time ΔiKi at Kith stage exceeds si. But this, of course, may 
cause inventory holding costs.

For stage ik, when k = 1, the inventory level under 
steady state can be expressed as: 

( )= -
+

-1+ +1 .ik ik i ik ikIH E B D L L   (6)

When 2 ≤ k ≤ Ki-1, IHik can be expressed as:

( ) +

-= - Δ 1+ +1 .ik ik i ik ikIH E B D L   (7)

When k =Ki, IHik can be expressed as:

( ) + +
′

-= - Δ ⋅ - Δ1+ +1 + .ik ik i ik ik i i ikIH E B D L d s   (8)

Assume that the inventory holding cost at each stage 
is hik per unit per period. When deciding the sizes of in-
ventory buffers, the corresponding inventory holding costs 
need to be taken into account. Although holding abun-
dant inventory can guarantee immediate availability of 
all prefabricated units and improve the robustness of the 
project schedule, it may be very costly and not wise. To 
this end, further analysis is needed to learn to strategi-
cally locate and size the inventory buffers so as optimally 
balance the robustness of the project schedule and the in-
ventory holding costs. The corresponding multi-objective 
inventory buffering model (P1) is formulated as follows: 

(P1) ′

=

⋅ -∑
1

min ;
N

i i i
i

w E s s   (9)
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⋅∑∑
1 1
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iKN

ik ik
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s.t. Eqns (1)–(8):
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Equation (9) denotes the objective of minimizing the 
expected weighted instability costs, in which wi is the in-
stability weight of activity i, si and si’ denotes the planned 
starting times and real starting times. Generally, wi, repre-
sents the marginal cost of the deviation of activity i. Equa-
tion (10) denotes the objective of minimizing the expected 
inventory holding cost. Specifically, these two objective 
functions are both calculated by simulation. As stated by 
Lambrechts et al. (2008), the analytic evaluation of the 
schedule instability cost objective function is very cum-
bersome. The easiest and most reliable way to estimate 
the quality of a schedule with respect to the weighted 
instability cost objective function is by using simulation 
(Lambrechts et al., 2011). Based on the Eqns (1)–(8), the 
parameters RLikτ, Δik, si’, IHik can be simulated from the 
described probability functions and used to calculate the 
average inventory holding cost. Besides, Eqn (11) denotes 
the sequence constraints of activities, where δi’ is the real-
ization of the stochastic duration δi of activity i. Equation 
(12) implies that for each period t and each resource type 
l (l = 1, 2, …, L) the sum of the resource requirements ril 
of the activities that are in progress during period t (busyt) 
cannot exceed the availability RAl. Equation (13) is the 
project deadline constraint. It implies the probability that 
a project ends within the projected deadline T, i.e., timely 
project completion probability, must be greater than a 
given threshold γ. Minimizing expected instability without 
exceeding the deadline constraint is widely acknowledged. 

The decision variables in this model are the base-stock 
levels BSik, which indicates the inventory buffers at each 
stage. For this multi-objective problem, the ɛ-constraint 
method is utilized to identify the trade-off solutions. It 
transforms the problem into a mono-objective optimi-
zation problem with additional constraints. Specifically, 
the objective function with high priority is reserved as 
the objective function, while others are transformed as 
constraints by using a constraint vector ɛ. Specifically, in 
model P1, Eqn (9) remains the objective, while Eqn (10) is 
transformed into a constraint. By changing the value of ɛ, 
the trade-off surface of P1 is obtained. To this aim, the ge-
netic algorithm (GA) is adopted to solve the transformed 
inventory buffering model. The GA is an excellent choice 
due to its wide application in construction supply chain 
analysis and optimization, such as procurement and stor-
age (Said & El-Rayes, 2010) and inventory replenishment 
and allocation (Lu et al., 2018).

In this study, the procedure for inventory buffering 
using the ɛ-constraint method and GA is depicted in Fig-
ure 3. A pre-defined constraint vector ɛ is selected, and 
the GA process is initiated to search for optimal base-
stock levels. A penalty function approach is employed to 
handle inventory holding cost, project deadline, and other 
constraints, aiding in the fitness evaluation of each indi-
vidual. Once the intermediate GA process is complete, the 
next value in ɛ is considered. If the constraint vector ɛ is 
already traversed, the procedure is terminated. The set of 
efficient solutions identifies the trade-off surface or Pareto 
front of P1. 
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5.2. Pure time buffering policy
Although not explicitly stated, the pure time buffering pol-
icy has always been used most commonly. A great deal 
of research and project practices responds to uncertain-
ties with time buffers rather than other forms of buffers. 
Under this policy, the objective is to strategically insert a 
time buffer of size TBi in front of the starting times si of 
each activity i. The pure time buffering problem can be 
formulated as a single-objective optimization model, given 
that it only minimally affects inventory holding costs. This 
corresponds to a new transformation of the P1 model, in 
which Eqn (10) is dismissed as neither the target function 
nor the constraint. The decision variables are now defined 
as the time buffer of TBi in front of each activity i, rather 
than the base-stock levels Bik.

In order to set correct time buffer sizes TBi for each 
activity i, it needs to have a rough idea of how critical its 
starting time is in the current schedule. The starting time 
criticality (STC) has been first introduced by Van de Vonder 

et al. (2008) as a metric for measuring the criticality of 
each activity and their requirements towards time buffers. 
It exploits information about the instability weights of the 
activities and the probability distributions of their starting 
time. If the predicted finish time of the considered prede-
cessor or the service time of the last stage in supply chain 
i exceeds the planned starting time of activity i, it can be 
expected that there is a reasonable chance that activity i 
will be disrupted. On this basis, the starting time criticality 
STCi of activity i can be approximated as:
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(14)

where sj + δj + |ΔjKj - sj|+ approximatively denotes the finish 
time of the considered predecessor j. Of course, this is a 

Figure 3. Inventory buffering procedure using ɛ-constraint method and GA
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simplification of reality, but taking the duration prolongs 
of the predecessors of activity j and their own predeces-
sors into account would greatly complicate the results. By 
contrast, given a certain schedule S and base-stock level 
BSik in the supply chains, STCi can be easily estimated 
based on Eqn (14).

The time buffers are now iteratively inserted by using 
the STC heuristic as shown in Figure 4. The activities are 
sorted into a list, based on their STCi, in a descending 
order (in case of a tie, the criterion is the lowest number). 
The first activity in the list is shifted rightward by a single 
time unit, and the activities affected due to schedule pre-
cedence are adjusted accordingly. If the resulting schedule 
exhibits an improvement in robustness (i.e., the sum of 
total STCi decreases) and succeeds in meeting the dead-
line constraint, it serves as the input schedule for the next 
iteration. If not, the next activity in the list is considered. 
When no such movement can be found, the procedure is 
terminated. Specifically, the measure of schedule robust-
ness used in this procedure is the sum of the starting time 
criticality of each activity. As demonstrated by Lambrechts 
et al. (2011), this is a high-performing surrogate of robust-
ness measures. It is easy to calculate and saves computa-
tion time.

5.3. Mixed inventory-time buffering policy
Under this mixed policy, it needs to determine the loca-
tion and size of both the inventory and time buffers to 
optimally balance the schedule robustness, due date, and 
inventory holding costs. The formulation of this problem 
is very similar to that of the P1 model, except for the deci-
sion variables. The decision variables of the current model 
are the base-stock levels BSik and the time units TBi in 
front of each activity i. Meanwhile, a hybrid meta-heuristic 
algorithm is proposed to solve this problem. As shown in 
Table 1, it consists of two optimization levels: an outside 
search level and an inside search level. The outside search 
adopts the inventory buffering procedure sing ɛ-constraint 
method and GA as described in the subsection of “Pure in-
ventory buffering policy” (also shown in Figure 3). It utilizes 
the ɛ-constraint method to transform the multi-objective 
problem into a mono-objective problem and then the GA 
to search for the best base-stock levels. When a new so-
lution of base-stock levels is searched, the inside search 
is called to find its best time buffer allocation scheme 
based on the time buffering procedure using STC heuris-
tic as described in the subsection of “Pure time buffering 
policy” (also shown in Figure 4). The arrangement of two 
search levels is beneficial to reduce the computation time. 
Because the inside search procedure needs to be called 
several times, the calculation time of the inside search 
procedure is expected to be less. Due to the population 
generation, crossover, mutation, and other operations, the 
inventory buffering procedure using ɛ-constraint method 
and GA is more computationally intensive than the time 
buffering procedure using STC heuristic. If the inventory 

buffering procedure is placed in the inside search level 
and the time buffering procedure is placed in the outside 
search level, then the GA will be called repeatedly and 
time-consuming. In contrast, if the time buffering proce-
dure is placed in the inside search level and the inventory 
buffering procedure is placed in the outside search level, 
then the GA will be called only once and the computation 
time will be much smaller.

Figure 4. Time buffering procedure using STC heuristic

Calculate all STC  and i
sort activities in 

decreasing order of STC  i

Take the kth activities in 
list and add one time 

unit in front of it

k = 1

If improvement (sum of 
all STC ) and feasible i

Store the new 
schedule and go to 
the next iteration

Yes

Revert the added time 
buffer and k = k + 1

No

If k exceeds N ( the 
number of activities) 

Termination

Yes

No

Recalculate STC  for i
each activity for the 

new schedule 

Initial schedule and 
base-stock levels

Input

Table 1. Procedure for mixed inventory-time buffering

Population initialization (base-stock levels) at random
Call Inside search (Time buffering procedure using STC heuristic):

Search to find the best time buffer allocation scheme for the 
solution
Calculate the fitness of the solution and transfer it to Outside 
search

Call Outside search (Inventory buffering procedure using 
ɛ-constraint method and GA):

Execute steps below until the stopping condition is met:
Receive the outcome of the Inside search
Create and search for better solutions
Call Inside search
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6. Model validation and numerical analysis
6.1. Case background
This part aims to validate the buffering policies and mod-
els through a real-world example initially introduced by 
Xu et al. (2016) and Shah and Zhao (2009). A construc-
tion management company (Intercontinental Construc-
tion Management (ICM) Inc.) specializes in constructing 
and renovating military buildings. Their most projects have 
similar schedules and resource requirements. Some data 
(e.g., planned task duration, standard project schedule, 
supply chain structure) used here are directly from the 
public reports, while others are deduced from a broader 
perspective. They do not affect the applicability of the 
model, and in practice, users are free to determine these 
inputs according to their own experience and knowledge.

Specifically, the standard project schedule consists of 
22 tasks. For simplicity, we set Task 5 (where the structural 
steel is required) as the cut-off point: all activities prior 
to Task 5 are group as activity 0, Task 5 and its immedi-
ate successors as activity 1, and all subsequent activities 
as activity 2. Accordingly, their expected durations are 
6, 5, and 13 weeks, respectively. The duration deviation 
of these three activities is set to 0.1, and the instability 
weights are assumed as the number of tasks involved in 
each, i.e., 4, 5, and 13. The instability weight of activity 2 
is much larger than the others to reflect that meeting the 
deadline is often more important than the planned activity 
starting times. Of course, these instability weights can be 
quantified using for example the computer-supported risk 
management system by Schatteman et al. (2008). 

Besides, the fabricated structural steel needed by activ-
ity 2 is the most expensive material in these projects. As 
illustrated by Figure 5, the structural steel supply chain 
consists of three stages, i.e., producer (manufacture stan-
dardized shapes), service center (serve as a warehouse 
before fabricator), and fabricator (customize the structural 
steel according to engineering drawings). The lead times 
for each stage are 3–5 weeks, 1 week, and 1–2 weeks, re-
spectively. Inventory buffers can only be kept at the service 

center in the form of standardized shapes, as holding cus-
tomized steel before the project is awarded can be quite 
risky. The annual inventory holding cost is $ 199.2 per ton 
per year. Taking the project’s arrival time as a reference, 
the planned start times of the three activities are 1st week, 
7th week, and 12th week. The structural steel is slated to 
be delivered at the beginning of the 7th week. 

Here three values for the project arrival rate are con-
sidered, which are 0.5 for a sluggish market demand, 1 
for moderate market demand, and 1.5 for a booming 
market demand. Meanwhile, three project deadline fac-
tors are considered, which are 10% for a tight deadline 
setting, 15% for a moderate deadline setting, and 20% for 
an ample deadline setting.

6.2. Model validation
Various validation methods have been developed for mod-
els, such as trace, graphics, face validation, comparison 
with recognized results or realistic data, and conceptual 
validation methods (Browne, 2000; Huber, 2010; Sargent, 
2013). This paper will focus on two specific aspects of 
model validation: (1) comparing the performance of the 
proposed buffering policies against the unbuffered case 
regarding schedule stability and inventory holding cost, 
and (2) observing the actual start times of activities when 
executing the proposed buffering policies by simulation-
based trace. 

Figure 6 illustrates the approximate trade-off surfaces 
of the three buffering policies and the results of the un-
buffered case when given a 10% deadline factor and a 1 
project arrival rate. Similar results are presented in Table 2, 
with the unbuffered case serving as a benchmark for the 
validation of the buffering policies and models. Among 
all instances, the unbuffered case resulted in the highest 
schedule instability cost of 11.01. In contrast, the three 
buffering policies significantly reduced the schedule in-
stability costs. For example, the pure time buffer strategy 
could reduce the schedule instability cost to 7.17 while 
maintaining a comparable inventory holding cost of 4212. 

Figure 5. The structural steel supply chain (Xu et al., 2016; Shah & Zhao, 2009)
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The mixed inventory-time buffering policy could even 
lower the schedule instability cost to 1.84. These findings 
indicate that the three buffering policies, models, and 
procedures can effectively improve schedule stability. The 
extent to which they achieve this goal is primarily depen-
dent on the project deadline constraint and the inven-
tory holding cost that users are willing to bear. Enhancing 
schedule stability is generally advantageous for workforce 
and equipment planning, yielding numerous benefits for 
the project. The high inventory holding cost required to 
achieve schedule stability is a worthwhile investment.

The three buffering policies and models are further 
verified through a simulation trace of the actual start time 
of the activities, as given in Figure 7. This figure shows 
statistical descriptors of the actual start time of activities 
1 and 2, including the time fluctuation range that rep-
resented by the width of the boxes. It can be intuitively 

found that the time fluctuation range of the two activi-
ties under the unbuffered case is very large. In contrast, 
because of the positioned time or/and inventory, the time 
fluctuation range of the two activities is significantly re-
duced. Generally, a large range of time fluctuation usually 
means less schedule stability, and vice versa. These results 
demonstrate that reasonable use of the three buffer poli-
cies can effectively make the actual start time of activities 
as close as possible to the planned start time, and ensure 
the stability of the schedule. 

6.3. Interpolicy comparisons
In this subsection, to make detailed comparisons of the 
three buffering policies, an extensive numerical study is 
conducted with respect to the project parameters, such as 
project arrival rate and deadline factors. 

Firstly, we review the results in Figure 6 and Table 2. 
In comparison to the pure inventory buffering policy, it is 
evident that the trade-off surface of the mixed inventory-
time buffering policy is unequivocally shifting downwards. 
Under the arbitrary value of ɛ, the inventory holding cost 
of the mixed inventory-time buffering policy is almost 
the same as the pure inventory buffering policy; however, 
its schedule instability cost is remarkably inferior to the 
former. The trade-off surface of the pure time buffering 
policy lies between the other two policies with a narrower 
scale. In other words, its crowding distance and span are 
relatively minute. Several solutions bunch together at the 
point [8200, 4.78], and they are all dominated by other 
solutions. As summarized in Table 2, there are 12 non-
dominated solutions, and the majority of them stem from 
the mixed inventory-time buffering policy, while only one 
emerges from the pure time buffering policy. It is without 
question that, in this scenario, the mixed inventory-time 
buffering policy possesses an outright advantage over the 
other two policies.

Figure 6. Approximate trade-off surfaces  
of the three buffering policies
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Table 2. Results of the three buffering policies

ɛ

No any buffers Pure inventory buffering 
policy Pure time buffering policy Mixed inventory-time 

buffering policy

Schedule 
instability cost

Inventory 
holding cost 

Schedule 
instability cost

Inventory 
holding cost 

Schedule 
instability cost

Inventory 
holding cost 

Schedule 
instability cost

Inventory 
holding cost 

5000

11.01 4182

10.19 4981 7.17 4212 5.42 4974
6500 8.69 6478 5.58 6220 4.39 6437
8000 7.66 7993 5.52 6244 3.79 7915
9500 6.99 9466 4.77 8162 3.23 9429
11000 6.58 10901 4.77 8251 2.99 10942
12500 6.05 12418 4.78 8296 2.82 12414
14000 5.78 13894 4.76 8256 2.48 13887
15500 5.43 15482 4.79 8256 2.32 15389
17000 5.11 16912 4.75 8229 2.09 16892
18500 5.03 18393 4.76 8193 1.96 18422
20000 4.91 19656 4.78 8131 1.84 19313

Notes: The bold italics represent the non-dominated solutions; the schedule instability cost and inventory holding cost under the scenario 
of no any buffers are not relevant with ɛ.
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Additionally, Figure 8 displays the findings concerning 
the deadline factors: 0.10, 0.15, and 0.20. The results in-
dicate that, despite the deadline factor, there is a specific 
gap between the trade-off surfaces of the pure inventory 
buffering policy and the other two policies. Relying solely 
on inventory buffers makes it arduous to accommodate 
uncertainties. The inventory buffers can only deal with the 
stochastic material delays and do nothing about the sto-
chastic activity durations. However, the capability of the 
inventory buffers cannot be denied on this basis. As shown 
in Figure 8a, under the tight deadline setting, the trade-
off surface of the mixed inventory-time buffering policy 
almost dominates the pure time buffering policy. This per-
fectly exemplifies the benefits emanating from inventory 
buffers. With a tight deadline setting, the capacity of the 
time buffer is severely constrained given the nominal idle 
time on the schedule. At this moment, if inventory buf-
fers work to mitigate some of the unpredictability (primar-
ily due to stochastic material delays), good performance 
can still materialize. However, as deadlines become more 
relaxed, inventory buffers become gradually negligible.  
As displayed in Figures 8b and 8c, the trade-off surface of 
the pure time buffering policy gradually approaches the 

mixed inventory-time buffering policy. Although the latter 
still provides superior performance, the discrepancy with 
the former is gradually declining. This is because the capa-
bility of the time buffer is fully released. It can effectively 
deal with uncertainties. At this time, the inventory buffer 
makes little influence. Under the circumstance of dead-
line factor = 0.20, there are 17 nondominated solutions, 
amongst which 11 emanate from the mixed inventory-time 
buffering policy and the remaining 6 arise from the pure 
time buffering policy.

Finally, Figure 9 depicts the results under the project 
arrival rates 0.5, 1.0, and 1.5. The results indicate that the 
pure inventory buffering policy still lags behind other buff-
ering policies, regardless of the project arrival rate. This 
reasoning corresponds with our earlier elucidations. Con-
cerning the pure time buffering policy, when the project 
arrival rate is low (e.g., 0.5), all of its solutions are packed 
tightly around the point [4100, 1.12]. They are not domi-
nated by any solution derived from the mixed inventory-
time buffering policy. However, when the project arrival 
rate increases (e.g., 1.5), the gap between the pure time 
buffering policy and the mixed inventory-time buffering 
policy widens once again. This outcome can be explained 

Figure 7. Actual start time of the activities
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as follows. A high project arrival rate means a frequent 
occurrence of future projects and a high degree of varia-
tion and uncertainty. But restricted by the deadline, the 
time buffers that can be added is very limited. Relying on 
the time buffers alone may not be enough. Only in com-
bination with the inventory buffers can uncertainties be 
effectively mitigated.

7. Discussion
Despite considering a project schedule with a simplistic 
structure and one critical material, the case application and 
numerical analysis still capture the characteristics of the 
buffering policies for PCSC under stochastic material lead 
times and activity durations. Based on the analysis of the 
results, insights into the characterization of the respon-
siveness of time and inventory buffers and the applicable 
scenes of different buffering policies could be obtained. 
They are similar to the arguments of Horman and Thomas 
(2005) and Russell et al. (2013), but go a step further and 
facilitate project buffer management. 

Amongst all situations, the pure inventory buffering 
policy noticeably underperforms when contrasted with the 
other two buffering policies. This shows the low respon-
siveness of the inventory buffers, as the uncertain factors 
they can deal with are relatively simple. Specifically, the 
inventory buffers can only deal with uncertain material de-
lays and do not play any role in preventing uncertainties 
from the on-site project network. Of course, the inventory 
buffers are less expensive, as they only cause inventory 
holding costs and do not prolong the total project dura-
tion. In the language of Horman and Thomas (2005), the 
inventory buffers are more easily recovered (converted to 
other things for other benefits) if not used. In general, the 
pure inventory buffering policy is best suited for scenarios 
where stochastic material supply delay is prominent and 
the project deadline is tight.

The better performance of the pure time buffering pol-
icy compared with the pure inventory buffering policy also 
confirms an advantage of the time buffers, that is, strong 
responsiveness. The time buffers can simultaneously deal 
with uncertainties from the off-site material supply chains 
and the on-site project network. However, as for the pure 
time buffering policy, its performance is still inferior to the 
mixed inventory-time buffering policy, especially when the 
project deadline is tight. This reveals the disadvantage of 
the time buffers, that is, prolonging the project duration. 
In turn, the project deadline often limits the size of the 
time buffers that can be inserted, especially under a tight 
deadline. Because of this, the responsiveness of the time 
buffer is somewhat limited by the project deadline. There-
fore, the ideal application scenario of the time buffer strat-
egy is a situation where the project deadline is relatively 
generous.

In addition, it can be found from the above analysis 
that the disadvantages of the time buffers and inventory 
buffers serve as an advantage to each other. They exhibit 
significant complementarity. Typically, inventory buffers 

can be set up to cope with stochastic material supply de-
lays at the expense of inventory holding cost, while time 
buffers can be inserted to accommodate stochastic ac-
tivity durations and material supply delays that are not 
entirely eliminated. Combining these two methods can 
lead to optimal performance, especially when faced with 
tight project deadlines and high arrival rates. In situations 
where the project deadline is tight, the inventory buffers 
can effectively supplement the limited responsiveness of 
the time buffers. In cases where the project arrival rate is 
high, the total material demand is greater and the mate-
rial supply delay problem will become more prominent. It 
is more necessary to set up inventory buffers to ease the 
burden on time buffers. In general, deploying both the 
inventory and time buffers is undoubtedly the best option 
in such situations.

Nevertheless, when the project deadline is ample or 
the project arrival rate is relatively low, it is preferable 
to consider both the pure time buffering policy and the 
mixed inventory-time buffering policy. This approach can 
yield a more extensive range of nondominated solutions 
for facilitating buffer size decisions for the project man-
ager to consider. As an illustration, as noted earlier, under 
the scenario of a deadline factor of 0.20, the mixed in-
ventory-time buffering policy furnishes 11 Pareto-optimal 
solutions, while the pure time buffering policy offers 6. In 
total, there are 17 solutions for the project manager to 
choose from, catering to the different trade-offs between 
project schedule robustness and inventory holding costs.

8. Conclusions
This study is motivated by the observations of buffer man-
agement in PCSC. Given the adverse impact of uncertain-
ties and variability on performance, inventory and time 
buffers are essential. A total of three buffering policies are 
proposed in this study, revolving around inventory and 
time buffers, namely the pure inventory buffering policy, 
the pure time buffering policy, and the mixed inventory-
time buffering policy. The mathematical models and pro-
cedures for the three buffering policies are presented. Un-
der different deadline factors (i.e., 0.10, 0.15, and 0.20) and 
project arrival rates (i.e., 0.5, 1.0, and 1.5), computational 
analysis is conducted to evaluate and compare the poli-
cies. In all scenarios, a total of 86 nondominated buffer 
allocation schemes are obtained. Among them, 73.26% 
come from the mixed inventory-time buffering policy, 
while 26.74% come from the pure time buffering policy. 
The results demonstrate the outstanding performance of 
the mixed inventory-time buffering policy and the slightly 
less desirable but acceptable performance of the pure time 
buffering policy.

The research contributions can be summarized as fol-
lows: (1) proposing the three buffering policies and ad-
dressing the corresponding buffers positioning and sizing 
decisions; (2) outlining the responsiveness of the inventory 
buffer and time buffers, including their complementarity; 
(3) evaluating and comparing the three buffering policies, 
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and extracting insights to support the project manager’s 
decision towards choosing the appropriate buffering pol-
icy with respect to different project characteristics. Gener-
ally speaking, combining inventory and time buffers results 
in better performance, particularly when project deadlines 
are tight, and arrival rates are high. The pure time buff-
ering policy deserves consideration in certain situations, 
providing decision-makers with more options, along with 
the mixed inventory-time buffering policy.

Besides, this study raises several relevant problems for 
further consideration. Specifically, the models and proce-
dures proposed scatter time buffers in front of each activ-
ity, whereas the CC/BM approach splits time buffers into 
two, the project buffer and feeding buffer. A re-examina-
tion of the corresponding buffering model and procedures 
for this centralized form of time buffering is required, as 
well as comparisons with the inventory buffer. Addition-
ally, only inventory and time buffers are considered in this 
study, and it would be noteworthy to investigate their 
combination with other buffers, such as capability buffer, 
plan buffer, and financial buffer, which may provide ad-
ditional choices for buffering decisions. Nevertheless, the 
positioning and sizing decisions of such buffers can be 
more complicated. The development and application of 
corresponding buffering models and procedures remain 
the subject of future research in these areas.

Acknowledgements

The authors are grateful for that sponsorship and support, 
as well as grateful to the anonymous reviewers, whose 
valuable comments and suggestions have considerably 
improved this paper. 

Funding 

This work was supported by the National Natural Science 
Foundation of China under Grant Nos. 72001195 and 
72001131.

Author contributions 

LH was responsible for Conceptualization, Data collection, 
Writing-Original draft preparation. LD was responsible for 
Methodology, Writing-Reviewing and Editing, Supervision. 
LJ was responsible for Resources.

Disclosure statement 

The authors declare no conflict of interest.

References
Ballard, G., & Howell, G. (1994). Implementing lean construction: 

Stabilizing workflow. In Proceedings 2nd Annual Conference of 
the International Group for Lean Construction (pp. 101–110), 
Santiago, Chile.

Ballard, G., & Howell, G. (1998). Shielding production: Essential 
step in production control. Journal of Construction Engineering 
and Management, 124(1), 11–17. 
https://doi.org/10.1061/(ASCE)0733-9364(1998)124:1(11) 

Ballard, G., & Howell, G. (1995). Toward construction JIT. In Confer-
ence of the Association of Researchers in Construction Manage-
ment, Sheffield, UK.

Ben-Ammar, O., Bettayeb, B., & Dolgui, A. (2019). Optimization of 
multi-period supply planning under stochastic lead times and a 
dynamic demand. International Journal of Production Econom-
ics, 218, 106–117. https://doi.org/10.1016/j.ijpe.2019.05.003 

Brown, K., Schmitt, T. G., Schonberger, R. J., & Dennis, S. (2004). 
Quadrant Homes applies lean concepts in a project environ-
ment. Interfaces, 34, 442–450. 
https://doi.org/10.1287/inte.1040.0108 

Browne, M. W. (2000). Cross-validation methods. Journal of Math-
ematical Psychology, 44(1), 108–132. 
https://doi.org/10.1006/jmps.1999.1279 

Bruni, M. E., Pugliese, L. D. P., Beraldi, P., & Guerriero, F. (2017). 
An adjustable robust optimization model for the resource-
constrained project scheduling problem with uncertain activity 
durations. Omega, 71, 66–84. 
https://doi.org/10.1016/j.omega.2016.09.009 

Chakrabortty, R. K., Sarker, R. A., & Essam, D. L. (2016). Multi-
mode resource constrained project scheduling under resource 
disruptions. Computers & Chemical Engineering, 88, 13–29. 
https://doi.org/10.1016/j.compchemeng.2016.01.004 

Chakrabortty, R. K., Sarker, R. A., & Essam, D. L. (2017). Resource 
constrained project scheduling with uncertain activity dura-
tions. Computers & Industrial Engineering, 112, 537–550. htt-
ps://doi.org/10.1016/j.cie.2016.12.040 

Chaturvedi, A., & Martínez-de-Albéniz, V. (2016). Safety stock, ex-
cess capacity or diversification: Trade-offs under supply and 
demand uncertainty. Production and Operations Management, 
25(1), 77–95. https://doi.org/10.1111/poms.12406 

Ekanayake, E., Shen, G., & Kumaraswamy, M. M. (2020). Critical 
capabilities of improving supply chain resilience in industrial-
ized construction in Hong Kong. Engineering, Construction and 
Architectural Management, 28(10), 3236–3260. 
https://doi.org/10.1108/ECAM-05-2020-0295

Elfving, J. A., Ballard, G., & Talvitie, U. (2010). Standardizing logis-
tics at the corporate level towards lean logistics in construc-
tion. In Proceedings IGLC-18 (pp. 222–231), Technion, Haifa, 
Israel.

Fu, N., Lau, H. C., & Varakantham, P. (2015). Robust execution 
strategies for project scheduling with unreliable resources and 
stochastic durations. Journal of Scheduling, 18(6), 607–622. 
https://doi.org/10.1007/s10951-015-0425-1 

Goldratt, E. M. (1997). Critical chain. North River Press, Great Bar-
rington, MA.

Graves, S. C., & Willems, S. P. (2003). Supply chain design: Safety 
stock placement and supply chain configuration. Handbooks 
in Operations Research and Management Science, 11, 95–132. 
https://doi.org/10.1016/S0927-0507(03)11003-1 

Han, Y., Yan, X., & Piroozfar, P. (2022). An overall review of research 
on prefabricated construction supply chain management. En-
gineering, Construction and Architectural Management, 30(10), 
5160–5195. https://doi.org/10.1108/ECAM-07-2021-0668 

Hausman, W. H., Lee, H. L., & Zhang, A. X. (1998). Joint demand 
fulfillment probability in a multi-item inventory system with 
independent order-up-to policies. European Journal of Opera-
tional Research, 109, 646–659. 
https://doi.org/10.1016/S0377-2217(97)00152-5 

https://doi.org/10.1061/(ASCE)0733-9364(1998)124:1(11)
https://doi.org/10.1016/j.ijpe.2019.05.003
https://doi.org/10.1287/inte.1040.0108
https://doi.org/10.1006/jmps.1999.1279
https://doi.org/10.1016/j.omega.2016.09.009
https://doi.org/10.1016/j.compchemeng.2016.01.004
https://doi.org/10.1016/j.cie.2016.12.040
https://doi.org/10.1016/j.cie.2016.12.040
https://doi.org/10.1111/poms.12406
https://doi.org/10.1108/ECAM-05-2020-0295
https://doi.org/10.1007/s10951-015-0425-1
https://doi.org/10.1016/S0927-0507(03)11003-1
https://doi.org/10.1016/S0377-2217(97)00152-5


112 H. Lu et al. Buffering policies for prefabricated construction supply chain subject to material lead time and activity duration uncertainties

Herroelen, W. S., & Leus, R. (2001). On the merits and pitfalls of criti-
cal chain scheduling. Journal of Operations Management, 19(5), 
559–577. https://doi.org/10.1016/S0272-6963(01)00054-7 

Herroelen, W. S., & Leus, R. (2004). Stability and resource allo-
cation in project planning. IIE Transactions, 36(7), 667–682. 
https://doi.org/10.1080/07408170490447348 

Horman, M. J. (2000). Process dynamics: Buffer management in 
building project operations [PhD dissertation]. The University 
of Melbourne, Australia.

Horman, M. J., & Thomas, H. R. (2005). Role of inventory buffers 
in construction labor performance. Journal of Construction En-
gineering and Management, 131(7), 834–843. 
https://doi.org/10.1061/(ASCE)0733-9364(2005)131:7(834) 

Huber, L. (2010). Validation of analytical methods. Agilent Tech-
nologies, Germany.

Hsu, P. Y., Aurisicchio, M., & Angeloudis, P. (2017). Establishing 
outsourcing and supply chain plans for prefabricated con-
struction projects under uncertain productivity. In T. Bektaş,  
S. Coniglio, A. Martinez-Sykora, & S. Voß (Eds.), Computational 
logistics. ICCL 2017: Lecture notes in computer science (Vol. 10572,  
pp. 529–543). Springer, Cham. 
https://doi.org/10.1007/978-3-319-68496-3_35 

Hsu, P. Y., Angeloudis, P., & Aurisicchio, M. (2018). Optimal logis-
tics planning for modular construction using two-stage sto-
chastic programming. Automation in Construction, 94, 47–61. 
https://doi.org/10.1016/j.autcon.2019.102898 

Hsu, P. Y., Aurisicchio, M., & Angeloudis, P. (2019). Risk-averse 
supply chain for modular construction projects. Automation in 
Construction, 106, Article 102898.

Kim, T., Kim, Y. W., & Cho, H. (2020). Dynamic production schedul-
ing model under due date uncertainty in precast concrete con-
struction. Journal of Cleaner Production, 257, Article 120527. 
https://doi.org/10.1016/j.jclepro.2020.120527 

Lambrechts, O., Demeulemeester, E., & Herroelen, W. (2008). Pro-
active and reactive strategies for resource-constrained project 
scheduling with uncertain resource availabilities. Journal of 
Scheduling, 11(2), 121–136. 
https://doi.org/10.1007/s10951-007-0021-0 

Lambrechts, O., Demeulemeester, E., & Herroelen, W. (2011). Time 
slack-based techniques for robust project scheduling subject 
to resource uncertainty. Annals of Operations Research, 186(1), 
443–464. https://doi.org/10.1007/s10479-010-0777-z 

Leus, R. (2003). The generation of stable project plans [PhD the-
sis]. Department of Applied Economics, Katholieke Universiteit 
Leuven, Belgium.

Li, H., Cao, Y., Lin, Q., & Zhu, H. (2022). Data-driven project buffer 
sizing in critical chains. Automation in Construction, 135, Article 
104134. https://doi.org/10.1016/j.autcon.2022.104134 

Liang, Y., Cui, N., Hu, X., & Demeulemeester, E. (2020). The integra-
tion of resource allocation and time buffering for bi-objective 
robust project scheduling. International Journal of Production 
Research, 58(13), 3839–3854. 
https://doi.org/10.1080/00207543.2019.1636319 

Liu, Q., & Tao, Z. (2015). A multi-objective optimization model for 
the purchasing and inventory in a three-echelon construction 
supply chain. In Proceedings of the 9th International Confer-
ence of Management Science and Engineering Management (pp. 
245–253). Springer, Cham. 
https://doi.org/10.1007/978-3-662-47241-5_20 

Liu, J., & Lu, M. (2018). Constraint programming approach to op-
timizing project schedules under material logistics and crew 
availability constraints. Journal of Construction Engineering and 
Management, 144(7), 4018041–4018049. 
https://doi.org/10.1061/(ASCE)CO.1943-7862.0001507 

Liu, J., Gong, E., Wang, D., & Teng, Y. (2018). Cloud model-based 
safety performance evaluation of prefabricated building pro-
ject in China. Wireless Personal Communications, 102, 3021–
3039. https://doi.org/10.1007/s11277-018-5323-3 

Lu, H., Wang, H., Xie, Y., & Li, H. (2016). Construction material 
safety-stock determination under nonstationary stochastic de-
mand and random supply yield. IEEE Transactions on Engineer-
ing Management, 63(2), 201–212. 
https://doi.org/10.1109/TEM.2016.2536146 

Lu, H., Wang, H., Xie, Y., & Wang, X. (2018). Study on construction 
material allocation policies: A simulation optimization method. 
Automation in Construction, 90, 201–212. 
https://doi.org/10.1016/j.autcon.2018.02.012 

Ma, Z., Demeulemeester, E., He, Z., & Wang, N. (2019). A compu-
tational experiment to explore better robustness measures for 
project scheduling under two types of uncertain environments. 
Computers & Industrial Engineering, 131, 382–390. 
https://doi.org/10.1016/j.cie.2019.04.014 

Moradi, H., & Shadrokh, S. (2019). A robust scheduling for the 
multi-mode project scheduling problem with a given deadline 
under uncertainty of activity duration. International Journal of 
Production Research, 57(10), 3138–3167. 
https://doi.org/10.1080/00207543.2018.1552371 

Newbold, R. C. (1998). Project management in the fast lane-apply-
ing the theory of constraints. The St. Lucie Press.

Ning, M., He, Z., Jia, T., & Wang, N. (2017). Metaheuristics for 
multi-mode cash flow balanced project scheduling with sto-
chastic duration of activities. Automation in Construction, 81, 
224–233. https://doi.org/10.1016/j.autcon.2017.06.011 

Pan, N. H., Lee, M. L., & Chen, S. Q. (2011). Construction material 
supply chain process analysis and optimization. Journal of Civil 
Engineering and Management, 17(3), 357–370. 
https://doi.org/10.3846/13923730.2011.594221 

Peng, J. L., & Peng, C. (2022). Buffer sizing in critical chain project 
management by brittle risk entropy. Buildings, 12(9), Article 
1390. https://doi.org/10.3390/buildings12091390 

Poshdar, M., González, V. A., Raftery, G. M., Orozco, F., Ro-
meo, J. S., & Forcael, E. (2016). A probabilistic-based method 
to determine optimum size of project buffer in construction 
schedules. Journal of Construction and Engineering Manage-
ment, 142(10), Article 04016046. 
https://doi.org/10.1061/(ASCE)CO.1943-7862.0001158 

Poshdar, M., González, V. A., Raftery, G. M., Orozco, F., & Cabrera-
Guerrero, G. G. (2018). A multi-objective probabilistic-based 
method to determine optimum allocation of time buffer in 
construction schedules. Automation in Construction, 92, 46–58. 
https://doi.org/10.1016/j.autcon.2018.03.025 

Russell, M. M., Howell, G., Hsiang, S. M., & Liu, M. (2013). Appli-
cation of time buffers to construction project task durations. 
Journal of Construction and Engineering Management, 139(10), 
Article 04013008. 
https://doi.org/10.1061/(ASCE)CO.1943-7862.0000735 

Said, H., & El-Rayes, K. (2010). Optimizing material procurement 
and storage on construction sites. Journal of Construction and 
Engineering Management, 137(6), 421–431. 
https://doi.org/10.1061/(ASCE)CO.1943-7862.0000307 

Sargent, R. G. (2013). Verification and validation of simulation 
models. Journal of Simulation, 7(1), 12–24. 
https://doi.org/10.1057/jos.2012.20 

Schatteman, D., Herroelen, W., Van de Vonder, S., & Boone, A. 
(2008). A methodology for integrated risk management and 
proactive scheduling of construction projects. Journal of Con-
struction and Engineering Management, 134(11), 885–893. 
https://doi.org/10.1061/(ASCE)0733-9364(2008)134:11(885) 

https://doi.org/10.1016/S0272-6963(01)00054-7
https://doi.org/10.1080/07408170490447348
https://doi.org/10.1061/(ASCE)0733-9364(2005)131:7(834)
https://doi.org/10.1007/978-3-319-68496-3_35
https://doi.org/10.1016/j.autcon.2019.102898
https://doi.org/10.1016/j.jclepro.2020.120527
https://doi.org/10.1007/s10951-007-0021-0
https://doi.org/10.1007/s10479-010-0777-z
https://doi.org/10.1016/j.autcon.2022.104134
https://doi.org/10.1080/00207543.2019.1636319
https://doi.org/10.1007/978-3-662-47241-5_20
https://doi.org/10.1061/(ASCE)CO.1943-7862.0001507
https://doi.org/10.1007/s11277-018-5323-3
https://doi.org/10.1109/TEM.2016.2536146
https://doi.org/10.1016/j.autcon.2018.02.012
https://doi.org/10.1016/j.cie.2019.04.014
https://doi.org/10.1080/00207543.2018.1552371
https://doi.org/10.1016/j.autcon.2017.06.011
https://doi.org/10.3846/13923730.2011.594221
https://doi.org/10.3390/buildings12091390
https://doi.org/10.1061/(ASCE)CO.1943-7862.0001158
https://doi.org/10.1016/j.autcon.2018.03.025
https://doi.org/10.1061/(ASCE)CO.1943-7862.0000735
https://doi.org/10.1061/(ASCE)CO.1943-7862.0000307
https://doi.org/10.1057/jos.2012.20
https://doi.org/10.1061/(ASCE)0733-9364(2008)134:11(885)


Journal of Civil Engineering and Management, 2024, 30(2), 99–113 113

Schoenmeyr, T., & Graves, S. C. (2022). Coordination of multiech-
elon supply chains using the guaranteed service framework. 
M&SOM-Manufacturing & Service Operations Management, 
24(3), 1859–1871. https://doi.org/10.1287/msom.2021.1043 

Shah, M., & Zhao, Y. (2009). Construction resource management – 
ICM Inc (Rutgers Business School case study). Newark.

She, B., Chen, B., & Hall, N. G. (2021). Buffer sizing in critical chain 
project management by network decomposition. Omega, 102, 
Article 102382. https://doi.org/10.1016/j.omega.2020.102382 

Strohhecker, J. & Größler, A. (2019). Threshold behavior of optimal 
safety stock coverage in the presence of extended produc-
tion disruptions. Journal of Modelling in Management, 15(2), 
441–458. https://doi.org/10.1108/JM2-03-2019-0074 

Thevenin, S., Adulyasak, Y., & Cordeau, J. F. (2021). Material re-
quirements planning under demand uncertainty using sto-
chastic optimization. Production and Operations Management, 
30(2), 475–493. https://doi.org/10.1111/poms.13277 

Tommelein, I. D. (2020). Takting the parade of trades: Use of capac-
ity buffers to gain work flow reliability. In 28th Annual Confer-
ence of the International Group for Lean Construction (IGLC28), 
Berkeley, California, USA. https://doi.org/10.24928/2020/0076 

Tommelein, I. D., Ballard, G., & Kaminsky, P. (2009). Supply chain 
management for lean project delivery. In W. J. O’Brien, C. T. 
Formoso, R. Vrijhoef, & K. London, K. (Eds.), Construction sup-
ply chain management handbook (pp. 118–139). CRC Press/
Taylor & Francis.

Tukel, O. I., Rom, W. O., & Eksioglu., S. D. (2006). An investigation 
of buffer sizing techniques in critical chain scheduling. Euro-
pean Journal of Operational Research, 172(2), 401–416. 
https://doi.org/10.1016/j.ejor.2004.10.019 

Van de Vonder, S., Demeulemeester, E., Herroelen, W., & Leus, R. 
(2005). The use of buffers in project management: the trade-
off between stability and makespan. International Journal of 
Production Economics, 97, 227–240. 
https://doi.org/10.1016/j.ijpe.2004.08.004 

Van de Vonder, S., Demeulemeester, E., & Herroelen, W. (2008). 
Proactive heuristic procedures for robust project scheduling: 
An experimental analysis. European Journal of Operational Re-
search, 189(3), 723–733. 
https://doi.org/10.1016/j.ejor.2006.10.061 

Walsh, K. D., Hershauer, J. C., Tommelein, I. D., & Walsh, T. A. 
(2004). Strategic positioning of inventory to match demand 
in a capital projects supply chain. Journal of Construction and 
Engineering Management, 130(6), 818–826. 
https://doi.org/10.1061/(ASCE)0733-9364(2004)130:6(818) 

Wambeke, B. W., Hsiang, S., & Liu, M. (2011). Causes of variation in 
construction project task starting times and duration. Journal 
of Construction and Engineering Management, 137(9), 663–677. 
https://doi.org/10.1061/(ASCE)CO.1943-7862.0000342 

Wang, Z., Hu, H., Gong, J., Ma, X., & Xiong, W. (2019). Precast 
supply chain management in offsite construction: a critical lit-
erature review. Journal of Cleaner Production, 232, 1204–1217. 
https://doi.org/10.1016/j.jclepro.2019.05.229 

Wang, Z., Wang, T., Hu, H., Gong, J., Ren, X., & Xiao, Q. (2020). 
Blockchain-based framework for improving supply chain trace-
ability and information sharing in precast construction. Auto-
mation in Construction, 111, Article 103063. 
https://doi.org/10.1016/j.autcon.2019.103063 

Xu, X., & Zhao, Y. (2010). Some economic facts of the prefabricated 
housing (Industry report). Rutgers Business School.

Xu, X., Zhao, Y., & Chen, C.Y. (2016). Project-driven supply chains: 
integrating safety-stock and crashing decisions for recurrent 
projects. Annals of Operations Research, 241(1), 225–247. 
https://doi.org/10.1007/s10479-012-1240-0 

Yeo, K. T., & Ning, J. H. (2002). Integrating supply chain and criti-
cal chain concepts in engineering-procure-construct (EPC) pro-
jects. International Journal of Project Management, 20, 253–262. 
https://doi.org/10.1016/S0263-7863(01)00021-7 

Zahid, T., Agha, M. H., & Schmidt, T. (2019). Investigation of surro-
gate measures of robustness for project scheduling problems. 
Computers & Industrial Engineering, 129, 220–227. 
https://doi.org/10.1016/j.cie.2019.01.041 

Zarghami, S. A., Gunawan, I., Corral de Zubielqui, G., & Baroudi, B. 
(2020). Incorporation of resource reliability into critical chain 
project management buffer sizing. International Journal of Pro-
duction Research, 58(20), 6130–6144. 
https://doi.org/10.1080/00207543.2019.1667041 

Zarghami, S. A., & Zwikael, O. (2023). Buffer allocation in construc-
tion projects: a disruption mitigation approach. Engineering, 
Construction and Architectural Management. 
https://doi.org/10.1108/ECAM-10-2022-0925 

Zhai, Y., Zhong, R. Y., & Huang, G. Q. (2018). Buffer space hedging 
and coordination in prefabricated construction supply chain 
management. International Journal of Production Economics, 
200, 192–206. https://doi.org/10.1016/j.ijpe.2018.03.014 

Zhai, Y., Fu, Y., Xu, G., & Huang, G. (2019a). Multi-period hedging 
and coordination in a prefabricated construction supply chain. 
International Journal of Production Research, 57(7), 1949–1971. 
https://doi.org/10.1080/00207543.2018.1512765 

Zhai, Y., Xu, G., & Huang, G. Q. (2019b). Buffer space hedging ena-
bled production time variation coordination in prefabricated 
construction. Computers & Industrial Engineering, 137, Article 
106082. https://doi.org/10.1016/j.cie.2019.106082 

Zhu, H., Lu, Z., Lu, C., & Ren, Y. (2021). Modeling and algorithm 
for resource-constrained multi-project scheduling problem 
based on detection and rework. Assembly Automation, 41(2), 
174–186. https://doi.org/10.1108/AA-09-2020-0132 

Zipkin, P. (2000). Foundations of inventory management. McGraw 
Hill.

Zohrehvandi, S., & Khalilzadeh, M. (2019). APRT-FMEA buffer siz-
ing method in scheduling of a wind farm construction project. 
Engineering, Construction and Architectural Management, 26(6), 
1129–1150. https://doi.org/10.1108/ECAM-04-2018-0161

https://doi.org/10.1287/msom.2021.1043
https://doi.org/10.1016/j.omega.2020.102382
https://doi.org/10.1108/JM2-03-2019-0074
https://doi.org/10.1111/poms.13277
https://doi.org/10.24928/2020/0076
https://doi.org/10.1016/j.ejor.2004.10.019
https://doi.org/10.1016/j.ijpe.2004.08.004
https://doi.org/10.1016/j.ejor.2006.10.061
https://doi.org/10.1061/(ASCE)0733-9364(2004)130:6(818)
https://doi.org/10.1061/(ASCE)CO.1943-7862.0000342
https://doi.org/10.1016/j.jclepro.2019.05.229
https://doi.org/10.1016/j.autcon.2019.103063
https://doi.org/10.1007/s10479-012-1240-0
https://doi.org/10.1016/S0263-7863(01)00021-7
https://doi.org/10.1016/j.cie.2019.01.041
https://doi.org/10.1080/00207543.2019.1667041
https://doi.org/10.1108/ECAM-10-2022-0925
https://doi.org/10.1016/j.ijpe.2018.03.014
https://doi.org/10.1080/00207543.2018.1512765
https://doi.org/10.1016/j.cie.2019.106082
https://doi.org/10.1108/AA-09-2020-0132
https://doi.org/10.1108/ECAM-04-2018-0161

