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Abstract. Overlapping activities with imprecise durations to accelerate schedules has an impact on scheduling a con-
struction project. The project may need to be rescheduled to suit the available overdraft limitation rather than to adopt 
the least total cost schedule. However, past research has seldom conducted a risk analysis on the project cash flow and 
overdraft requirements for projects with overlapping activities in a fuzzy environment. This research uses fuzzy DSM-
based scheduling and proposes an algorithm to calculate the cash flow and overdraft at different risk levels. A numerical 
example is illustrated to demonstrate the algorithm’s effectiveness. 
Keywords: project management, cash flow analysis, project overdraft, fuzzy sets.

Introduction

The modern construction industry relies on reductions 
in project completion time either to meet customer de-
mands or when the project schedule runs late. There are 
five common techniques to compress schedules: work-
ing overtime, crashing, reducing scope, outsourcing, and 
doing series work in parallel (Kerzner 2013). However, 
crashing and fast tracking (overlapping) are widely used 
to shorten the project schedule without changing the pro-
ject quality or scope (Snyder 2013).

When developing a project schedule, a single val-
ue, usually the most likely duration, is used to calculate 
the time for an activity. In fact, a project with uncertain 
activity durations is usually composed of a large num-
ber of interrelated tasks. The complexity of information 
dependencies between activities makes project schedul-
ing difficult and uncertain (Chen et al. 2003). The main 
challenge is to reduce project duration while evaluating 
the degree of uncertainty. Schedule compression involves 
uncertainties, which may arise from variability and ambi-
guity (Khodakarami et al. 2007). Schedule compression 
either increases risks or requires additional resources, so 
risk must be taken into account (Shankar et al. 2011).

Mathematical and statistical models have been ap-
plied to cash flow forecasting (Kaka, Price 1991; Skit-
more 1992). Easa (1992) introduced a mixed-integer op-
timization model that maximizes the contractor’s profit 

for progress payment contracts, and formulated other 
scheduling objectives such as leveling and minimizing 
the maximum overdraft. Jeang (2015) developed a com-
promised multi-objective model by utilizing response sur-
facing methodology (RSM) to find the optimal schedule. 

Project activities are sometimes required to overlap 
to a greater extent so that the construction projects can 
be completed in a short time span. Dubois and Gadde 
(2002) regarded the construction project as a loosely cou-
pled system wherein an overlap of construction elements 
could happen due to the complexity and uncertainty in 
the industry. 

When activities are overlapped to compress the pro-
ject duration, the dependency structure matrix (DSM) is 
a powerful tool to plan the activity sequence (Maheswari, 
Varghese 2005). A DSM is a square matrix equipped with 
identical row and column labels that can display the rela-
tionships between the components of a system. Steward 
(1981) was the first to name the method “design structure 
matrix” for its application to the design process issues. 
The method was later expanded to general applications 
and conferred with the term “dependency structure ma-
trix” (Browning 1998). According to a survey conduct-
ed by Browning (2001), there are two types of DSMs, 
namely static DSM and time-based DSM. The time-based 
DSM had been used to manage projects by implementing 
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its network precedence diagrams. The survey also noted 
that the use of DSM increased significantly in academic 
and industrial practice in the 1990s, especially for the 
construction, automotive, semiconductor, and telecom-
munication industries. 

Shi and Blomquist (2012) show that it is not pos-
sible to accurately estimate overlapping activities in the 
planning stage of a project, and the solution calls for a 
robust methodology to manage schedules within uncer-
tain conditions of information dependency. This research 
therefore proposes an approach using fuzzy set theory to 
solve the problem within an uncertain environment.

Hendrickson and Au (1989) find that borrowing 
options for contractors to bridge their expenditures and 
receipts during construction are relatively limited. For 
small or medium sized projects, overdrafts from bank 
accounts are the most common form of construction fi-
nancing, though the bank usually imposes a maximum 
limit based on the expected expenditures and receipts for 
the duration of construction. When a construction is in 
progress, cash flow forecasting provides contractors with 
the amount of capital and interest that needs to be paid. 
Poor forecasting capability often leads to various finan-
cial risks (Hwee, Tiong 2002). Kazaz et al. (2012) point 
out that financial related risk factors such as delay of 
payments, cash flow problems and contractor’s financial 
problems are primary causes of delays for construction 
projects. Cui et al. (2010) indicates that overdraft along 
with retainage, financing, payment and billing policies 
constitute the most significant financial issues for con-
tractors when conducting cash flow management.

Halpin (2010) lists a number of factors affecting the 
overdraft amount, such as the amount of markup or profit 
the contractor has in their bid, the retainage amount, and 
the delay between billing and payment. Halpin and Sen-
ior (2011) point out that the peak financial requirements 
(the maximum overdraft) is an important factor that the 
contractor must be aware of in order to have enough 
money available to cover this maximum. These previ-
ous studies include overdraft amounts into their calcula-
tions. The maximum overdraft is especially important for 
a construction firm, as they will need to have bank credit 
available. It is therefore imperative to have techniques 

available to minimize the overdraft amount and their as-
sociated interest payments. 

However, the current literature lacks estimations for 
overdrafts in projects that have activities with overlap-
ping and fuzzy duration. Research on overlapping activi-
ties in construction emphasizes the importance of incor-
porating uncertainty factors in project overdraft forecasts, 
though there is little attention to identifying and quantify-
ing the specific risks. This study focuses on assessing the 
effect of overlapping on project overdraft.

This study investigates the effect of overlapping 
project teams on a contractor’s cash flow and overdraft 
requirements. The information exchanges used for over-
lapping are an important factor causing uncertainty in 
cash flows and overdraft requirements on a construction 
project, though contractors tend to reduce this type of 
uncertainty. To assist with this effort, this study proposes 
an algorithm to evaluate uncertainty in cash flows and 
overdraft requirements for projects that have overlapping 
activities with fuzzy duration.

The rest of the paper is organized as follows. Sec-
tion 1 develops and proposes an algorithm to calculate 
project overdraft. Section 2 provides a numerical exam-
ple to demonstrate the applicability of the proposed al-
gorithm. Conclusions are presented at the end of paper.

1. Proposed algorithm to measure project overdraft

This study adopts the fuzzy project cash flow (Mara-
vas, Pantouvakis 2012) and fuzzy DSM methods (Shi, 
Blomquist 2012) to develop a new algorithm to calculate 
project overdrafts based on a fuzzy approach to project 
scheduling. There are three steps to implement the algo-
rithm.

Step 1: Manage schedule using the Dependency  
Structure Matrix 
The DSM approach is useful for representing complex de-
pendency relationships caused by information exchange 
between activities. This step takes into consideration the 
overlap between activities. Figure 1 shows activities P 
(predecessor activity) and S (successor activity). 1P  is the 
time required to release the information from activity P, 

Fig. 1. Information transfer for the predecessor and the successor activities
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and 2P  is the duration of P. The time factor for sending 
information from activity P is calculated as 21 /P P . Simi-
larly, the time factor for receiving information related to 
activity S will be 21 / .S S The two matrices ijB  (for all 
predecessor activities) and ijC  (for all the successor ac-
tivities) represent the time factor of information exchange 
and the duration of each activity and their relationships: 

 1 1

2 2
,  ,ji ji

P SB C
P S

= =   (1)

where i is all the immediate predecessors of j,  j is the 
current activity in the order as identifies by partitioned 
DSM.

The earliest start/finish time of each activity is cal-
culated using DSM:

( ) ( ) ( ) ( )max ;ji ii ji jjj i
ES ES B B C C = ⊕ ⊗ ⊗  

     (2)

                              0 ,0 ;i n j n< ≤ < ≤

 ( ) 

   ( )         0jjjj
EF ES C j n= ⊕ < ≤ , (3)

where n is the number of activities.
The latest start/finish time of each activity is calcu-

lated using DSM:

 ( ) ( ) ( ) ( )min ;ji jj ji iii j
LS LS C C B B = ⊕ ⊗ ⊗  

       (4)

  0 ,0 ;i n j n< ≤ < ≤

 ( ) 

  ( )         0 ,iijjLF LS B j n= ⊕ < ≤   (5)

where the earliest start of the first activity  ( )0,0,0startES =  
and the latest finish time of the last activity   end cpLF D=  
(where  cpD  is the duration of the critical path). Here, 

jjB  is equal to jjC , which indicates that the duration of 
activity is same for both matrices.

To calculate the value of the time factors  jiB and
 jiC  for each activity, they must be transformed from 
a linguistic variable to a triangular fuzzy number. Fig-

ure 2 illustrates the transformation rules. Table 1 lists the 
semantic rules for assigning one of five triangular fuzzy 
numbers to each of the basic linguistic terms.

Most existing studies are rather simple or did not 
mention that fuzzy numbers may represent the decision 
makers’ subjective knowledge, an important aspect to 
consider. To overcome this problem, Shureshjani and 
Darehmiraki (2013) proposed a method to explicitly 
represent information about the decision maker’s prefer-
ences.

The fuzzy maximum operator max  is based on the 
method of ranking the fuzzy number using  cuta :

 ( ) ( ) ( ){ }Q A A r A r dr
ω

a ω
a

= + =∫  

 ( ) ( )22 , 2
2

c b ab ω a ω a
ω

− +
− + −  (6)

where ( ) ( ) ,   b a c bA r a r A r c r
ω ω
− −

= + = − .

When 1ω = , we have: 

 ( ) ( ) ( )21
2 2 1 1
2

c b aQ A ba a a− +
= − + − . (7)

Fig. 2. Linguistic variables and triangular fuzzy numbers (Shi, 
Blomquist 2012)
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Table 1. Description of linguistic variables jiB  and jiC  using triangular fuzzy numbers

Fuzzy number jiB jiC

Q1(0.1, 0.1, 0.2)
Required information can be released after a 
small percentage of work has been finished.

A small amount of work can take place before the 
information is released from its predecessor activity.

Q2(0.2, 0.3, 0.4) Required information can be released after  
a percentage of work has been finished.

Some work can take place before the information is 
released from its predecessor activity.

Q3(0.4, 0.5, 0.6) Middle status Middle status

Q4(0.6, 0.7, 0.8) Required information can be released after  
a large amount of work has been finished.

A large amount of work can take place before the 
information is released from its predecessor activity.

Q5(0.8, 0.9, 0.9) Required information can be released after 
almost all of the work has been finished.

Almost all the work can be completed before the 
information is released from its predecessor activity.

Source: Shi and Blomquist (2012).
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If we compare two arbitrary fuzzy numbers 
' and A Bω ω

   from Figure 3 at decision levels higher than 
[ ] and , , 0,1 ,a a ω ω ∈′  we have:

 ( ) ( )' 'A B Q A Q Bω a ω a ω a ω≤ ↔ ≤   .

Step 2: Calculate project cash flow according to a   
segments 
Maravas and Pantouvakis (2012) proposed an algorithm 
for calculating project cash flow at every α-level, which 
is adopted here.

The project cash flow can be calculated by summing 
up the cost distribution per unit of time for all activities 
throughout the entire project duration. The calculation is 
carried out by the following steps.

2A. Estimate fuzzy activity duration. 
Figure 4 shows a sample fuzzy activity with 

 ( )  ( ), , ,  , ,ES a b c EF d e f= = . In the best case, the ac-
tivity starts as early as possible and lasts the minimum 
duration. In the worst case, the activity begins as late as 
possible and lasts the maximum duration. Minimum dura-
tion intervals ( min Da ) indicate optimistic scenarios at 
all a  levels and maximum duration intervals (max Da
) represent pessimistic scenarios. Activity durations are 
calculated by:

 [ ]min inf ,  D ES infES infDa a a a= + =

 ( ) ( ) , ;b a a e d da a− + − +     (8)

 [ ]max sup ,  D ES supES supDa a a a= + =

 ( ) ( ) , ,b c c e f fa a− + − +    (9)

where: min / max D Da a  is the interval of the minimum/
maximum activity duration at each a  cut, Da  is the a  
cut of the activity duration, ESa  is the a  cut of the 
fuzzy early start, inf is infimum (least), sup is supremum 
(greatest).

2B. Identify cost distribution.
The cost distribution per unit of time can be identi-

fied by dividing the crisp activity cost by both the best 
and the worst scenarios of the activity duration. The cost 
distribution (CD) per unit of time t for activity i at the 
a  level for the best (min itCD

a
) and the worst scenario

(max itCD
a

) are calculated as follows: 

 min i
it

i

C
CD

infDa
a

= ;  (10)

 max i
it

i

C
CD

supDa
a

= ,  (11)

where iC  is the crisp cost of activity i, iD
a

 is the a cut 
of the duration of activity i.

2C. Calculate project cash flow.
For the whole project, the total cost ( tC ) at a spe-

cific time period t at potential level a  is the sum of the 
cost distribution per unit of time t from each activity  
(i = 1 to n):

 
1

min min ;
n

t itC CD
a a
= ∑   (12)

 
1

max max .
n

t itC CD
a a
= ∑  (13)

The project cost curve (cash flow, CF) at level a  
is the cumulative plot of the cost per time period for the 
project duration (t):

 
0

min min ;
T

t tCF C
a a
= ∑  (14)

 
0

max max .
T

t tCF C
a a
= ∑  (15)

Fig. 3. Comparison of fuzzy set A   and B

a b a’ c c’b’
0

ω 

   

Bω
Aω


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Pantouvakis 2012)
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The cash flow uncertainty ( CFUa ) is defined by the 
following:
 min max t tCFU CF CF

a aa = − . (16)

Step 3: Calculate project overdraft according to a   
segments
To calculate the required bank credit, the contractor needs 
to know the maximum overdraft amount during the life 
of the project. The effects of overdraft financing depend 
on the pattern of cash flows over time. Figure 5 illustrates 
the concept in Eqn (17). Project cash inflow and project 
cash outflow in the account at period t are denoted by 

.inflow tCF , and .outflow tCF , respectively. The amount of 
overdraft, OD, at the end of period t is the value of the 
difference between project cash inflow and project cash 
outflow and is defined as:

 . ut . .t inflow t o flow tOD CF CF= −   (17)

The difference between project cash inflow and pro-
ject cash outflow in period t can be either positive or 
negative, as can be the amount of overdraft. Most often, 
overdraft is negative during the early project phases and 
becomes positive in the later periods when the contractor 
has received payments exceeding expenses.

This study defines the project overdraft at level a  
is defined as:

 min min ;
tt inflow tOD CF CF

a a a
= −  (18)

 max max
tt inflow tOD CF CF

a a a
= − . (19)

The contractor’s overdraft uncertainty at level a   
( ODUa ) is defined as:

 max mint tODU OD OD
a aa = − =  

  min max .t tCF CF CFU
a a a− =   (20)

Equation (20) illustrates that CFUa  has an effect on 
the uncertainty of overdraft requirements, meaning that 
the higher the cash flow uncertainty, the higher the uncer-
tainty in overdraft requirements. The maximum CFUa  
value shows the highest uncertainty in overdraft require-
ments. 

2. A numeric example

This section presents an application of the algorithm to 
illustrate the model and demonstrate its effectiveness for 
a project that includes eight activities. Table 2 shows the 
information dependencies. In the first column, the activi-
ties from A to H represent the project tasks, with the de-
pendent relationships shown in the second column. In the 
third column, the duration of each activity is shown as 
a triangular fuzzy number. Both the direct and indirect 
costs such as overhead expenses are identified for each 
project activity and are shown in the fourth column. 

This sample supposes that the project owner takes 
on the schedule risk by agreeing to pay the contractor 
after the completion of three milestones: complete activ-
ity C, complete activity F, and complete activity H. The 
contractor would be paid $600, $1,000 and $380 (a total 
of $1,980) after the completion of milestones 1, 2, and 
3, respectively. Therefore, at the end of the project, there 
will be a profit of $180.

Step 1: Manage schedule using the Dependency  
Structure Matrix
The triangular fuzzy number for the time factor based on 
the description of linguistic variables shown in Table 1 is 
calculated, along with the transformation rules from Fig-
ure 2. Figures 6 and 7 show the results of time factor for 
information exchange jiB  (for all predecessor activities) 
and jiC  (for all the successor activities), respectively. 

Fig. 5. Project overdraft requirement

Table 2. Sample activity network data

Activity Predecessors Fuzzy duration (days)
Crisp cost ($)

Direct costs Overhead Total costs

A Start (17, 18, 19) 187 33 220
B Start (15, 16, 17) 162 28 190
C A (19, 20, 21) 153 27 180
D A (14, 15, 16) 128 22 150
E A,B (9, 10, 11) 85 15 100
F C,D (29, 30, 31) 306 54 360
G E (14, 15, 16) 102 18 120
H F,G (42, 43, 44) 408 72 480
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Eqns (2) and (3) are applied to calculate ( ) j
ES  and

( ) j
EF . In order to demonstrate how the calculation of 

fuzzy time can be carried out, an example for activity A 
and C with task overlaps is presented:

 
( )A
ES  = (0, 0, 0)  (no predecessor);

 
( ) 

11   ( )AA
EF ES C= ⊕   (j = 1, n = 8)

 = (0, 0, 0) ⊕  (17, 18, 19) = (17, 18, 19);

 
( ) ( ) ( ) ( )31 11 31 33max

C A
ES ES B B C C = ⊕ ⊗ ⊗  

       

 (i = 1, j = 3, n = 8)

 = max [(0, 0, 0) ⊕  ((0.8, 0.9, 0.9) ⊗  (17, 18, 19))   
((0.1, 0.1, 0.2) ⊗  (19, 20, 21))] = (9.4, 14.2, 15.2);

 ( ) 

33   ( )  CC
EF ES C= ⊕  (j = 3, n = 8)

= (9.4, 14.2, 15.2) ⊕  (19, 20, 21) = (28.4, 34.2, 36.2).

Table 3. Time variable calculations without overlaps

Activity Name ES EF

STA (0, 0, 0) (0, 0, 0)

A (0, 0, 0) (17, 18, 19)

B (0, 0, 0) (15, 16, 17)

C (17, 18, 19) (36, 38, 40)

D (17, 18, 19) (31, 33, 35)

E (17, 18, 19) (26, 28, 30)

F (36, 38, 40) (65, 68, 71)

G (26, 28, 30) (40, 43, 46)

H (65, 68, 71) (107, 111, 115)

Table 4. Time variable calculations with overlaps

Activity Name ES EF

STA (0, 0, 0) (0, 0, 0)

A (0, 0, 0) (17, 18, 19)

B (0, 0, 0) (15, 16, 17)

C (9.4, 14.2, 15.2) (28.4, 34.2, 36.2)

D (7, 11.1, 13.8) (21, 26.1, 29.8)

E (9.2, 13.2, 15.3) (18.2, 23.2, 26.3)

F (12.2, 23.2, 28.3) (41.2, 53.2, 59.3)

G (13.2, 20.7, 23.8) (27.2, 35.7, 39.8)

H (26.6, 45.9, 52) (68.6, 88.9, 96)

jiB STA A B C D E F G H
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A 1,1,1

B 1,1,1

C
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Fig. 6. Matrix jiB  – Time factor relationships for the 
predecessor activities

jiC STA A B C D E F G H

STA

A 0,0,0

B 0,0,0

C
0.1 
0.1 
0.2

D
0.1 
0.1 
0.2

E
0.2 
0.3 
0.4

0.1 
0.1 
0.2

F
0.2 
0.3 
0.4

0.1 
0.1 
0.2

G
0.1 
0.1 
0.2

H
0.1 
0.1 
0.2

0.1 
0.1 
0.2

Fig. 7. Matrix jiC  – Time factor relationships for the successor 
activities
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Repeat the above two equations successively for all 
the n activities. Tables 3 and 4 list the results of the fuzzy 
early start ES  and fuzzy early finish EF  calculations ac-
cording to Eqns (2) and (3).

Gantt charts graphically show project progress, as 
project management is easier when the project is viewed 
as small manageable items with clearly illustrated de-
pendencies, parallel processes, the overall time, and pro-
gress. This example introduces a Fuzzy Gantt chart to 
illustrate the project schedule, which differs from a tradi-
tional Gantt chart in that activity durations are defined by 
fuzzy start and finish dates calculated from the forward 
pass using DSM. Figures 8 and 9 illustrate 2-dimension-
al fuzzy Gantt schedules without and with overlap, re-
spectively. The x-axis shows project time, and the y-axis 
shows both activity names and membership functions of 
the fuzzy start and finish dates. The charts also illustrate 
the overlaps. The start date for activity C depends on the 
finish date of activity A and the information exchange 
between these two activities. The project completion date 
is the end date for activity H, which has a large amount 
of uncertainty between its start date and finish dates, as 
this activity is affected by all predecessors. 

 

Fig. 8. Fuzzy Gantt Chart-2D without overlap

Fig. 9. Fuzzy Gantt Chart-2D with overlap

Figures 10 and 11 illustrate the role of the α-factor 
(possibility) in 3-dimensional Gantt charts without and 
with overlapping activities, respectively.

 

Fig. 10. Fuzzy Gantt Chart-3D without overlap

Fig. 11. Fuzzy Gantt Chart-3D with overlap

Step 2: Calculate distribution cost according to a   
segments
Figures 12 and 13 illustrate project cash flows from sev-
eral a  levels without and with overlap, respectively. 
The a  level project cash flow is calculated according 
to Eqns (14) and (15). Note that the project cash flow 
at level a  is the cumulative plot of the cost per time 
period for the project duration. Therefore, when a  level 
equals 1, the cash flow (black line) is a unique S-Curve 
because there is no uncertainty in the task durations, and 
thus no uncertainty in the cost.

 

Fig. 12. Fuzzy cash flow without task overlaps
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 With an a  level equal to 0.5 (dotted line), opti-
mistic cash flows appear on the left, and pessimistic es-
timates on the right, illustrating cash flow uncertainty. 
However, an a  level equal to 0 yields a wider spread in 
the optimistic and pessimistic lines, indicating a higher 
degree of uncertainty. The project will finish in 68.6 days 
in the best case (a  = 0, optimistic line) and in 96 days in 
the worst case (a  = 0, pessimistic line). 

This research also implements S-Surfaces (Mara-
vas, Pantouvakis 2012), which differ from traditional  
S-Curves in that they give project managers an overall 
picture of project cash flows at any possibility level. Fig-
ures 14 and 15 plot the project S-Surfaces without and 
with overlap, respectively. These are plotted by connect-
ing the S-Curves of different possibility levels at specific 
time intervals. The advantage of the S-Surfaces is that 
time and the uncertainty level both impact project cash 
flow. 

As the a  level moves from 0 to 1, the points of 
each surface will move closer together. At a = 1, the best 
and worst surfaces intersect to form a standard determin-
istic S-Curve.

The S-surface is analyzed using surface cross sec-
tions at specific times to compare the degree of uncertain-
ty in project cash flow before and after the overlapping 
activity. Figure 16 shows a cross section of the S-surface 
without and with overlap at days 5, 30, and 75. When the 
level a  moves from 0 to 1, the cost variance of the best 
and worst case will move from its highest value to zero. 
In particular, the cost variance of the best and worst case 
with and without overlap at possibility level 0 on days 5, 
30, and 75 are ($14.25, $14.25), ($360.62, $99.12), and 
($228.86, $70.39), respectively.

Fig. 14. Project S-Surface without task overlaps

Fig. 15. Project S-Surface with task overlaps

Fig. 13. Fuzzy cash flow with task overlaps
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On day 5, the S-surface cross sections with and 
without overlapping tasks are concurrent, meaning that 
there is no difference in the cost variance, so the cross 
section for both task scenarios changes only on day 7, on 
when activity D begins to overlap with activity A. Note 
that the cross section with overlap will be always higher 
than the cross section without overlap because more tasks 
are excluded, though it requires more cash expenditures. 
Projects with overlap will end sooner, but with more un-
certainty and risk in cash flows. On day 30, the costs 
at possibility level 1 without and with overlap are $754 
and $960, respectively. As with day 75, these values are 
$1,398 and $1,644, respectively. In the best case at day 
75, with overlap, the cost has leveled between possibil-
ity levels 0 and 0.3. Thus, in this case, the project with 
overlapping tasks will end after 75 days at a possibility 
level of 0.3.

Step 3: Calculate project overdraft according to α-cut
Besides the inherent uncertainty in the project cash flow, 
the information between activities affects the entire pro-
ject overdraft. Thus, a project plan with overlapping tasks 
leads to different overdraft requirements. Figure 17 shows 
the plot of the overdraft requirements against project du-
ration, and indicates the financial requirements of the two 
plans developed for the project. It is obvious that as the 
project duration decreases, the rate of cash expenditure 
increases, and the maximum overdraft similarly increases. 
These graphs show that project durations of about 96 and 
115 days would require a maximum overdraft of $1136.6 
and $988.5, respectively. Clearly, it may be necessary to 
schedule the project according to the available overdraft 
limits rather than to adopt the all-normal solution.

A contractor will naturally want to reduce their fi-
nancing amount to zero and avoid financing the project 

Fig. 16. S-surface cross-section at three time periods without and with task overlaps
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overdraft. Some publicly-funded projects allow the con-
tractor to charge a mobilization item at the beginning of 
the project to reduce the amount of overdraft. Realisti-
cally, a project’s cash flow is optimized from a contrac-
tor’s perspective when it ties up as little of the contrac-
tor’s money as possible. A project has an optimum cash 
flow when the cash inflow curve is as close as possible 

Fig. 17. Maximum overdraft at three possibility levels without task overlaps 
(top) and with task overlaps (bottom)

Fig. 18. Project overdraft at possibility level 0 without task overlaps (top) 
and with task overlaps (bottom)

to the cash outflow curve. Therefore, strategies that mini-
mize the distance between these two curves are required. 
Overdraft is reduced if the payment curve is shifted as 
much as possible to the left, implying that money is re-
ceived as soon as possible or as an advance (mobiliza-
tion) payment. Moving the outflow curve as much as pos-
sible to the right also reduces the distance between the 
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two curves, reducing the maximum cash overdraft. This 
is achieved when payments are delayed as much as possi-
ble. Figure 17 illustrates the maximum overdraft at three 
possibility levels for projects without and with overlap.

Figure 18 plots these project overdrafts together at 
possibility level 0 to indicate a boundary of the maximum 
overdraft and a boundary of the completion time for both 
cases. Specifically, a project without overlap will have a 
maximum overdraft in the range of $899 to $907.5 and a 
completion time in the range of 107 to 115 days. Similar-
ly, a project with overlap will have a maximum overdraft 
in the range of $995.3 to $1136.6 and a completion time 
in the range of 68.6 to 96 days. Relying on these results, 
the project manager can decide whether to bid for the 
project, and determine the project duration and optimum 
start times to avoid a financial crisis within the company.

Note, however, that this analysis does not consider 
interest paid on the overdraft. These interest charges will 
further reduce project’s margins so that the final profit on 
this project will be less than $180.

Conclusions

This study aimed to estimate the uncertainty of cash 
flows and overdraft requirements that are important for a 
project manager creating a plan for a project that includes 
activities with fuzzy duration and overlaps. Overlapping 
activities are sometimes unavoidable in order to reduce 
the project time duration. To reduce the effects of over-
lapping on cash flows and overdrafts, the project manager 
has to identify and qualify the risk caused by overlapping 
at every α risk level. 

The mathematical algorithm described in this re-
search can help a contractor fully estimate project cash 
flows and overdrafts in activity networks with overlap-
ping and fuzzy duration at every risk level. Simultane-
ously, this helps contractors reduce the overdraft required 
to support overlapping activities, and provides useful in-
formation for negotiating the payment plan. Moreover, 
the algorithms’ output provides information to financial 
managers who are responsible for securing sufficient pro-
ject capital reserves. 

Different α segments can be considered separate 
risk levels. A risk analysis is conducted for cash flow and 
overdraft with the appropriate α segments. When these 
move from 1 to 0, the risk levels vary similarly from 
none, to low, and to high. At the same time, an analysis 
at several possibility levels is necessary to attain a better 
picture of the effects of risk on project cash flows and 
overdraft requirements.

The results suggested that the inclusion of overlap 
tends to incur higher amount of overdraft while short-
ening the project completion time and leads to greater 
cash flow uncertainty. However, project managers must 
determine whether the project should be bid beforehand 
by conducting the trade-off analysis between the cost of 
overdraft and the profit of the project.  

Real-world project management is often hampered 
by the uncertain nature regarding activity durations, costs, 
and cash flows. Although the proposed algorithm in-
volves a variety of mathematical theories, its application 
in practical cash flow analyses of project management is 
not unattainable. Maravas and Pantouvakis (2012) have 
proved that the fuzzy cash flow analysis can be applied in 
a real-world highway construction project. As for fuzzy 
DSM, Shi and Bloquist (2012) as well this study provide 
practical capability to evaluate project proposals during 
the feasibility analysis phase. 
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