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Abstract. In the paper a discrete multicriteria decision making problem under risk is con-
sidered. It is assumed that the set of alternatives consists of a fi nite number of elements 
that are explicitly described. The evaluations of alternatives with respect to criteria are 
represented by distribution functions. The decision maker tries to fi nd a solution preferred 
to all other solutions. To solve the problem one has to analyze the decision maker’s 
preferences. In the study interactive approach is used. Three interactive methods and its 
applications in operations management are presented.
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1. Introduction

Problem solving and decision making are universally considered to be the skills that 
play the most important role for each manager. The range of problems that present-
day manager has to face is extremely wide, including typical tasks that can be solved 
by standard techniques, as well as unique issues requiring individual approaches. The 
generally accepted typology of decisions proposed by Simon (1965) includes pro-
grammed and non-programmed. Programmed decisions are routine. They rely on some 
form of predetermined procedures which are invoked when a particular problem occurs. 
Non-programmed decisions are those for which such procedural guides don’t exist. In 
practice, however, managers often have to face problems that include both typical and 
unique elements.
One of the most important features of managerial decisions is multidimensionality. In 
order to make a decision a manager has to consider multiple criteria, including quantita-
tive and qualitative ones. It is also pointed out that decision-making is usually associated 
with some degree of risk. The process of globalization and fast technological develop-
ment result in the increasing level of uncertainty that managers have to face. Thus, the 
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need for developing and practical implementation of new decision aiding techniques 
dedicated for managerial decision making problems appear.
One of the most diffi cult problem that we have to solve implementing multicriteria 
techniques is identifi cation of the decision maker preferences. Usually he/she is not 
able to express precisely and unequivocally his/her expectations with respect to the 
solution of the problem. In such case interactive techniques can be used. While it is 
diffi cult for the decision maker to provide the whole preference information required 
for constructing the complete ranking of decision alternatives, he/she usually is able to 
compare selected solutions.
Most of interactive techniques are devoted to decision-making problems under certainty. 
Unfortunately, as was mentioned above, risk cannot be ignored, when a real-world 
decision problem is considered. This was the motivation for the author to propose new 
interactive techniques devoted for decision-making problems under risk. The aim of this 
paper is to present such techniques and to discuss potential applications in operations 
management.
The paper is structured as follows. Section 2 provides problem formulation and concise 
survey of techniques used for solving it. Section 3 presents a brief survey of interactive 
techniques used for solving decision making problems under certainty. Next section is 
dedicated to stochastic dominance rules that can be used to compare uncertain projects. 
In section 5 interactive procedures for discrete multicriteria decision making problems 
under risk are proposed. Applications of these techniques in managerial decision making 
problems are discussed in section 6. The last section groups conclusions.

 2. A discrete decision-making problem under risk

This paper considers a decision-making problem in which the set of alternatives consists 
of a fi nite number of elements that are explicitly described. We assume that up to mod-
erate number of alternatives (not more than one hundred) are considered. Alternatives 
are evaluated with respect to a fi nite number of multiple criteria (not less than three 
and not more than ten). As a decision-making problem under risk is analyzed here, so 
we assume that the evaluations of alternatives with respect to criteria are described by 
probability distributions.
The decision situation considered in this paper may be conceived as a problem (A, X, 
E) where A is a fi nite set of alternatives ai, i = 1, 2, ..., m; X is a fi nite set of criteria 
X k, k = 1, 2, ..., n; and E is a set of evaluations of alternatives with respect to criteria:
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It is assumed that evaluations are expressed numerically. Ordinal scale is used for evalu-
ation alternatives with respect to the qualitative criterion. We also assume that this scale 
is defi ned in such a way that a larger value is preferred to smaller ones. As to quantita-
tive criteria we assume that both maximization and minimization is possible.

Numerous techniques for solving decision-making problems under risk are proposed. 
A bibliographic study can be found in Steuer and Na (2003). Classical approach is 
based on the multiattribute utility theory proposed by Keeney and Raiffa (1976). They 
start from the axioms of the utility theory and assume that the set of criteria satisfi es 
the decomposability condition, i.e. the multicriteria comparison of two alternatives can 
be decomposed to single-criterion comparisons. Such assumption makes it possible to 
solve the problem by the procedure consisting of four major steps. First, the partial 
utilities of alternatives with respect to criteria are evaluated. In the second step the 
parameters of a global utility function are estimated. Next, the global utilities of alterna-
tives are computed, and fi nally, alternatives are ranked according to global utilities. The 
simplest form of the global utility function is a linear one. Such function can be used 
if additive utility independence condition is verifi ed. The multiattribute utility theory 
played important part in the development of the decision theory. Practical application 
of this approach, however, is rather inconvenient. The estimation of a utility function 
is not easy, even if a single criterion is considered. Multicriteria environment requires 
additionally the identifi cation of the synthesis function and its parameters. Such analysis 
is again time-consuming and laborious. As a result, the directly implementation of the 
multiattribute utility approach is diffi cult. However, numerous approaches using this 
idea indirectly are proposed. Saaty and Vargas (1987) present a modifi ed version of a 
well-known Analytic Hierarchy Process (AHP) dedicated to decision-making problems 
under risk. Huang et al. (1978) suggest employing multiattribute stochastic dominance 
rule for modeling global preferences. According this rule alternative ai is at least as good 
as aj if evaluations of ai dominate corresponding evaluations of aj in relation to each 
criterion. Unfortunately this unanimity condition is very rarely verifi ed, and as a result 
such approach is useful, when the set of effi cient solutions has to be identifi ed, but fails 
when the fi nal solution of a multicriteria problem is to be identifi ed.

In contrary to techniques based on the multiattribute utility function are the methods 
that use the concept of outranking relation (Dendrou et al. 1980; Martel et al. 1986; 
D’Avignon, Vincke 1988).

Zaras and Martel (1994) combine multiattribute utility approach with outranking rela-
tion. They use multiattibute stochastic dominance but suggest weakening the unanimity 
condition and accepting a majority attribute condition. The procedure uses the idea of 
multiattribute stochastic dominance for a reduced number of criteria, which is based 
on the observation that people tend to simplify the multicriteria problem by taking into 
account only the most important criteria. The ELECTRE I methodology is used to ob-
tain fi nal ranking of alternatives. The procedure that combines this approach with the 
concept of preference thresholds is proposed in Nowak (2004b).
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3. A review of interactive techniques for decision-making 
problems under certainty

Techniques cited in the previous section divide the solving process into two parts. The 
fi rst, all preference information required for solving the problem is collected. Next, this 
information is used for constructing complete or partial order of alternatives. Several 
criticisms have been expressed against such approach. The assessment of the suffi cient 
a priori preference information is inconvenient and time consuming. If the decision 
problem is repetitive, this information can be inferred from the past decisions. Usually, 
however, direct questioning technique has to be employed. Thus, the decision maker 
is asked to make hypothetical choices between alternatives that often have no practi-
cal reality. It is not easy to motivate the decision maker to consider and evaluate such 
choices. Moreover, as the decision maker is not employed in the second phase of the 
procedure, when the fi nal solution is generated, so he/she may feel excluded from the 
important part of the analysis and put little confi dence in a fi nal result.
Interactive approach is opposite to techniques based on an a priori basis. Instead of col-
lecting all preference information prior to calculating the fi nal solution, this information 
is obtained in a stepwise manner. The decision maker is asked to defi ne which criteria 
infl uence his/her preferences and to provide preference information with respect to a 
given solution or a given set of solutions (local preference information).
Various advantages are mentioned for applying interactive techniques. First, the lim-
ited amount of preference information is required, as compared to methods in which 
the decision maker has to provide his/her preferences on an a priori basis. Second, the 
decision maker does not have to answer hypothetical questions, but is asked to evaluate 
well-defi ned solutions, that are known to exist and be feasible. It is also pointed out 
that the decision maker is closely involved in the whole process of solving the deci-
sion problem, thus obtaining more insight into the trade-offs among different criteria. 
Finally, it is emphasized that the decision makers put much reliance in solutions gener-
ated via interactive procedure, and as a result, such solutions have better chances of 
being implemented.
A variety of interactive techniques have been proposed for the last 35 years. All of them 
proceed from one solution (or a set of solutions) to another, guided by the requests of 
the decision maker, which must also be expressed iteratively. While the dialog scenario 
of each technique is unique, common features can be identifi ed. Usually an initial solu-
tion is proposed to the decision maker, and he/she is asked to express his/her preference 
information with respect to this solution to the analyst. The information articulated by 
the decision maker is used for generating a new solution. Procedure continues until a 
satisfactory solution is obtained. Thus, interactive approach corresponds to the Simon’s 
theory of “satisfi cing”. He noticed that managers are usually focused on fi nding “satis-
factory” solution rather than the “optimal” one (Simon 1957).
Interactive techniques use two main paradigms for collecting the preference informa-
tion: direct and indirect. According to the prior one, the decision maker expresses his/
her preferences in relation to the values of criteria. Indirect collection of preferences 
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means that the decision maker has to determine the trade-offs among criteria at each 
iteration, given the current candidate solution. Methods that combine these approaches 
are also proposed.
First interactive procedures were proposed in 1970s. In STEM (Step Method) proposed 
by Benayoun et al. (1971) the concept of ideal solution is used. The elements of the 
ideal solution are the maximum values of the criteria, which are individually attainable 
within the set of alternatives. STEM is based on the calculation of a candidate alterna-
tive, which has a minimal distance to the ideal solution according to the mini-max rule. 
If the decision maker accepts the proposal, the procedure ends, otherwise the decision 
maker is asked to defi ne the amounts of relaxation for the criteria, whose values are 
already satisfactory. Next, a new set of alternatives is generated taking into account the 
restrictions defi ned by the decision maker. The procedure continues until an alternative 
with satisfactory evaluations is found.
A number of techniques based on trade-off ratios are proposed. Geoffrion et al. (1972) 
proposed a method, in which the decision maker has to determine trade-offs between 
criteria at each iteration, given values of criteria for the considered alternative. It is 
assumed that the decision maker’s preferences can be described by a differentiable, 
concave and increasing utility function. As, however, this function is unknown, the 
decision maker is asked to provide the information on trade-offs.
Another class of interactive methods consists of techniques in which the decision maker 
has to defi ne minimum or maximum values for one or more goal variables at each itera-
tion. These restrictions are used to reduce the feasible region. Such approach is used 
in interactive multiple goal programming method proposed by Spronk (1981). In his 
procedure a proposal solution and potency matrix is presented to the decision maker. 
The solution is a vector of minimum values for the respective goal variables. The po-
tency matrix consists of two vectors representing the ideal and pessimistic solution, 
respectively. If the proposal solution is not satisfactory for the decision maker, he/she 
is asked to choose the goal variable to be improved fi rst. The decision maker does not 
have to specify the amount by which the considered goal variable should be improved. 
If however he/she is able to defi ne aspiration levels for goal variables, then such infor-
mation can be used by the procedure.

4. Stochastic dominance rules

Two main approaches are usually used for comparing uncertain alternatives. The fi rst 
is known as a mean-risk model and is based on two criteria: one measuring expected 
outcome and the second representing variability of outcomes. Mean-risk analysis is usu-
ally used for modeling preferences of a risk-averse decision maker. Although the model 
of risk-averse preferences is widely exploited in the decision theory, it is not suitable 
for all situations. Markowitz (1952) noticed the occurrence of risk seeking in choices 
between negative prospects. This paradox was also justifi ed by experiments conducted 
by Kahneman and Tversky (1979).
The second approach uses stochastic dominance rules. It is based on axiomatic model of 
preferences and leads to conclusions which are consistent with the axioms. In stochastic 
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dominance approach random variables are compared by pointwise comparison of some 
performance functions constructed from their distribution functions.
Stochastic dominance rules are consistent with expected utility maximization rule. If 
alternative ai dominates alternative aj by stochastic dominance rule, then the expected 
utility of ai is not less then the expected utility of aj. However, verifying stochastic dom-
inance relations is less complicated comparing to estimation of alternatives’ utilities. To 
use them we do not need to estimate the utility function. We just have to recognize the 
decision maker’s attitude to risk. Various effi cient techniques have been proposed for 
identifying stochastic dominance relations, especially for discrete distributions, which 
are used more often (Aboudi and Thon 1994; Vickson and Altmann 1997).
Let us assume that criteria are defi ned is such a way, that a larger value is preferred to 
a smaller one (in opposite situations, distribution should be transformed by changing 
the sign). Let ( )k

iF x  and ( )k
jF x  be right-continuous cumulative distribution functions 

representing evaluations of ai and aj respectively over criterion Xk:

 ( ) { }Pk k
i iF x X x= ≤ , (2)

 ( ) { }Pk k
j jF x X x= ≤ . (3)

Defi nitions of fi rst and second degree stochastic dominance relations are as follows:
Defi nition 1 – First Stochastic Dominance:

k
iX dominates k

jX  by FSD ( FSD
k k
i jX X� ) in and only if,

 ( ) ( ) ( ) ( )  and  0 for k k k k
i j i jF x F x F x - F x x R≠ ≤ ∈ . (4)

Defi nition 2 – Second Stochastic Dominance:
k
iX dominates k

jX  by SSD ( SSD
k k
i jX X� ) in and only if,

 ( ) ( ) ( ) ( )( )  and 0 for .
−∞

≠ − ≤ ∈∫
x

k k k k
i j i jF x F x F y F y dy x R  (5)

Hadar and Russel (1969) show that the FSD rule is equivalent to the expected utility 
rule for all decision makers preferring larger outcomes, while the SSD rule is equivalent 
to the expected utility rule for risk-averse decision makers preferring larger outcomes.
Rules defi ned above apply to outcomes measured on cardinal scales, such as income, 
wealth, rates of return and so on, but fail to provide ranking of preferences among vari-
ables of ordinal nature. Rules that can be applied in such situations have been proposed 
by Spector et al. (1996). They distinguish two separate ordinal measurements:

1. The alternative outcomes can only be ranked in order of preference.
2. In addition to ranking outcomes, it is also possible to rank the differences between 

alternative outcomes.
Let us assume that the random variable k

iX  is defi ned by ( )1 1, , , , ,k k k k
t i i te e p p… … , where 

1 , ,k k
te e…  are t real numbers, such that 1

k k
l le e +<  for all l = 1, …, t – 1, and 1, ,k k

i i tp p…  
are the probability measures. The variable k

jX  is defi ned similarly with 1, ,k k
j j tp p…  

replacing 1, ,k k
i i tp p… .
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If the outcomes can be ranked in order of preferences, i.e. the decision maker prefers 
1

k
le +  over k

le  for all l = 1, …, t – 1, Ordinal First Degree Stochastic Dominance (OFSD) 
rule can be used.
Defi nition 3 – Ordinal First Stochastic Dominance:

k
iX dominates k

jX  by OFSD ( OFSD
k k
i jX X� ) in and only if,

 
1 1

for all 1, ,
s s

k k
il jl

l l
p p s t

= =
≤ =∑ ∑ … . (6)

Let us assume that the decision maker adds additional information and indicates that 
the outcome is improved more by switching from k

le  to 1
k
le +  than from 1

k
le +  to 2

k
le +  for 

all l = 1, …, t – 2. In such case Ordinal Second Degree Stochastic Dominance (OSSD) 
rule can be employed.
Defi nition 4 – Ordinal Second Stochastic Dominance:

k
iX dominates k

jX  by OSSD ( OSSD
k k
i jX X� ) in and only if,
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s r s r
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Spector et al. (1996) show that OFSD rule is equivalent to the expected utility rule for 
all decision makers preferring larger outcomes, while the OSSD rule is equivalent to 
the expected utility rule for risk-averse decision makers preferring larger outcomes.
Stochastic dominance rules may fail to show dominance in cases where almost everyone 
would prefer one gamble to another. These rules relate to all utility functions in a given 
class, even the ones that probably do not characterize the preference of any decision 
maker. Leshno and Levy (2002) propose modifi ed rules to show how to obtain deci-
sions that reveal a preference for one alternative to another when ordinary stochastic 
dominance rules fail.
To defi ne almost stochastic dominance let us assume following notation:

 ( ) [ ] ( ) ( ){ }1 , , :k k k k
i j j iS F F t F t F t= ∈ α β < , (8)

 ( ) ( ) ( ) ( )2 1, , :
t t

k k k k k k
i j i j j iS F F t S F F F x dx F x dx

α α

⎧ ⎫⎪ ⎪= ∈ <⎨ ⎬
⎪ ⎪⎩ ⎭

∫ ∫ , (9)

 ( ) ( )k k k k
i j i jF F F t F t dt

β

α

− = −∫ . (10)

The defi nitions of Almost First-Degree Stochastic Dominance (AFSD) and Almost 
Second-Degree Stochastic Dominance (ASSD) are as follows:
Defi nition 5 – Almost First Stochastic Dominance:

k
iX dominates k

jX  by ε-AFSD ( AFSD( )
k k
i jX Xε� ) in and only if,

 ( ) ( )
1

k k k k
i j i jS

F t F t dt F F⎡ ⎤− ≤ ε −⎣ ⎦∫ . (11)

Journal of Business Economics and Management, 2011, 12(1): 69–91



76

Defi nition 6 – Almost Second Stochastic Dominance:
k
iX dominates k

jX  by ε-ASSD ( ASSD( )
k k
i jX Xε� ) in and only if,

 ( ) ( )
2

andk k k k k k
i j i j i j

S

F t F t dt F F⎡ ⎤− ≤ ε − μ ≥ μ⎣ ⎦∫ , (12)

where: k
iμ  and μk

j  stand for means of distributional evaluations of ai and aj respectively 
with respect to criterion Xk

.

Leshno and Levy (2002) show that ε-AFSD is equivalent to the expected utility rule if 
the utility function belongs to the class ( )*

1U ε . Similarly, ε-ASSD rule is equivalent to 
the expected utility rule if the utility function belongs to the class ( )*

2U ε . These types 
of utility functions do not assign a relatively high marginal utility to very low values 
or a relatively low marginal utility to large values of x. The value of ε determines the 
set of utility functions which are permissible. As ε gets smaller the set of permissible 
utility functions gets larger.

5. Interactive procedures for discrete multicriteria 
decision problems under risk

Procedures presented in this section are designed for problems with up to moderate 
number of alternatives (not more than one hundred). Thus we assume that it is possible 
to compare alternatives pairwisely. The proposed techniques differ in the way in which 
the dialog process is structured. The information that should be provided by the decision 
maker is different in each procedure. As a result, techniques can be utilized by various 
types of decision makers. INSDECM (Nowak 2006, 2008b) is the procedure, which 
requires the largest amount of preference information. As the decision maker has to 
defi ne constraints on values of various parameters of distributional evaluations, so this 
technique should be used by persons familiar with quantitative techniques. STEM-DPR 
(Nowak 2004a, 2008b) is less requiring. The decision maker has to analyze evaluations 
of a single proposal and select the criterion that satisfi es him/her. Additionally, he/she 
has to defi ne the limit of concessions on this criterion. Thus, the technique can be used, 
when the decision maker has a little experience with multicriteria methods. The last 
technique – ATO-DPR – is least demanding. In this procedure the decision maker is 
presented a proposal and has just to choose the criterion to be improved and to order 
other criteria starting from the one, which can be worsen in the fi rst order.
Before starting the dialog, the set of effi cient alternatives can be identifi ed. A simple 
procedure based on pairwise comparisons of alternatives, or a method employing the 
concept of Quad-tree can be used for this (Nowak 2008b).

5.1. Procedure INSDECM
INSDECM (INteractive Stochastic DECision Making Procedure) is based on the ap-
proach used in Interactive Multiple Goal Programming (Spronk 1981). It is assumed that 
for each criterion various distribution parameters can be analyzed. The decision maker 
may examine values of means, standard deviations, lower (upper) semideviations, lower 
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(upper) mean semideviations, probabilities of outcome not less (not exceeding) target 
values, and other distribution characteristics. In each step the potency matrix is gener-
ated. It consists of the worst (pessimistic) and best (optimistic) values of distribution 
parameters attainable independently within the set of alternatives. The decision maker is 
asked whether pessimistic values are satisfactory. If the answer is yes, he/she is asked to 
make a fi nal choice between alternatives analyzed in the current phase of the procedure. 
Otherwise, the decision maker is asked to express his/her requirements by defi ning a 
constrain on the value of a selected distributional parameter.
In INSDECM the consistence of constraints defi ned by the decision maker with stochas-
tic dominance rules is analyzed. Let us assume that the decision maker has defi ned a 
constraint on values of a parameter of distributional evaluation with respect to criterion 
Xk. We say that such constraint is inconsistent with stochastic dominance rules, if fol-
lowing conditions are simultaneously fulfi lled:

– the constraint is not satisfi ed for alternative ai,
– the constraint is satisfi ed for alternative aj,
–
 SD

k k
i jX X� ,

where �SD stands for stochastic dominance relation appropriate for the decision maker‘s 
utility function.
Let us assume the following notation:
A(l) – the set of alternatives analyzed in iteration l,
 I(l) – the set of indices i such that ai ∈ A(l),
  Q – the number of parameters of distributional evaluations analyzed in current
 phase of the procedure,
 Q1 – the set of indices of parameters, that are defi ned in such a way that a larger
 value is preferred to a smaller one,
 Q2 – the set of indices of parameters, that are defi ned in such a way that a smaller
 value is preferred to a larger one,
 vi p – value of parameter number p for alternative ai, i = 1, …, m, p = 1, …, q,
P(l) – potency matrix in iteration l:

 
( ) ( ) ( )
1( )
( ) ( ) ( )
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P
� �

� �
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R(l) – matrix of solutions analyzed in iteration l:

 
1 11

( )

1

:

t t

i i Q
l

i i Q

v v

v v

⎡ ⎤
⎢ ⎥
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⎢ ⎥
⎣ ⎦

R

�

� � �
�

, (16)

where i1, …, it ∈ I(l).

INSDECM procedure operates as follows:
Initial phase:

1. l : = 1, A(1) : = A.
2. Ask the decision maker to specify the parameters of distributional evaluations to 

be analyzed during the dialog phase of the procedure, calculate values of param-
eters vi q, for i = 1, ..., m, q = 1, ..., Q.

Iteration l
1. Generate potency matrix P(l).
2. Present potency matrix to the decision maker. Ask him/her whether he/she is satis-

fi ed with the information presented. If the answer is yes – go to (3), otherwise ask 
the decision maker to specify the parameters of distributional evaluations to be 
analyzed during the dialog phase of the procedure, calculate values of parameters 
vi q, for i = 1, ..., m, q = 1, ..., Q, go to (1).

3. Ask the decision maker whether he/she is satisfi ed with pessimistic values. If the 
answer is yes, go to (13), otherwise – go to (4).

4. Ask the decision maker to specify criterion Xk for which additional requirement 
will be defi ned and to express the requirement.

5. Identify the set of alternatives satisfying the constraint formulated by the decision 
maker – A(l + 1).

6. Generate new potency matrix P(l + 1), present P(l) and P(l + 1) to the decision maker, 
ask him/her whether he/she accepts the move from P(l) to P(l + 1). If the answer is 
yes, go to (7), otherwise – go to (2).

7. For each pair (ai, aj), such that ai ∈ A(l) \ A(l+1) and aj ∈ A(l+1), identify stochastic 
dominance relation between distributional evaluations with respect to criterion Xk. 
Generate the set of pairs of alternatives, for which the constraint defi ned by the 
decision maker is inconsistent with stochastic dominance rules:

 ( ){ }( ) ( ) ( 1) ( 1)
SD: , : \ , ,l l l l k k

i j i j i ja a a a X X+ += ∈ ∈N A A A � . (17)

8. For each pair (ai, aj) ∈ N(l) calculate:

 1

( ) ( )

( ) ( )

k k
i j

Sk
ij

k k
i j

F t F t dt

F t F t dt
β

α

−

ε =

−

∫

∫
, (18)

       where:

 ( ) [ ] ( ) ( ){ }1 , : , :k k k k
i j j iS F F t F t F t= ∈ α β < . (19)
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9. If N(l) = ∅, assume l := l + 1 and go to (1), otherwise – go to (10).
10. Choose the pair (ai, aj) ∈ N(l), with the lowest value of k

ijε , present distributional 
evaluations of ai and aj with respect to X k:
– identify intervals in which distributional evaluations are defi ned:

 { }
1, ,

: mini ikzz t
x

=
α =

…
 { }

1, ,
: maxi ikzz t

x
=

β =
…

, (20)

 { }
1, ,

: minj jkzz t
x

=
α =

…
 { }

1, ,
: maxj jkzz t

x
=

β =
…

; (21)

– according to the decision maker’s preferences calculate { }P k
i rX s≤  and 

{ }P k
j rX s≤  or { }P k

i rX s≥  and { }P k
j rX s≥ , where:

 ( ) ( ) ( )max , min ,
: min , i j i j

r i js r
R

β β − α α
= α α +  (22)

and R is the number of observations (determined according to the decision 
maker’s preferences);

– present the data to the decision maker and ask to choose between following 
options:
(a) confi rmation of the constraint – aj should be considered in successive phases 

of the procedure, while ai should be ignored;
(b) the constraint should be weaken – both ai and aj should be considered in 

successive phases of the procedure;
(c) the constraint should be strengthen – both ai and aj should be ignored in 

successive phases of the procedure.
If the decision maker chooses (a), go to (11), otherwise – go to (12).

11. Remove pairs (ar, as) such, that r = i or s = j from N(l), go to (9).
12. Present the ways in which the constraint should be weakened or strengthen to the 

decision maker. If the decision maker accepts one of the proposals, modify the 
constraint and go to (5), otherwise – go to (2).

13. Present matrix of solutions R(l) to the decision maker. Ask him/her whether he/
she accepts any of solutions as a fi nal solution. If the answer is yes – go to (14), 
otherwise – go to (2).

14. The end of the procedure.
INSDECM iterates until the decision maker is able to accept one of the considered 
alternatives as a fi nal solution. Although the procedure does not limit the number of 
distribution parameters to be presented, the decision maker is usually not able to ana-
lyze too many of them. If the number of criteria is large, it is sensible to consider just 
one parameter for each criterion. Usually, the central tendency measures (mean, me-
dian) provide benefi cial information. The measures based on the probability of getting 
outcomes above or below the specifi ed target value are also interesting, as they are 
intuitively understandable by the decision maker.
The procedure allows the decision maker to defi ne a single constraint at each iteration. 
Nevertheless, it is also possible to permit him/her formulating multiple restrictions. In 
particular, if the decision maker has all constraints ready at the beginning of the interac-
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tive decision making process, they have to be taken into account. We must remember, 
however, that in many cases such restrictions cannot be satisfi ed simultaneously. If none 
alternative satisfi es all constraints, we have to inform the decision maker of that and ask 
him/her to reformulate his/her restrictions.

The fi nal solution is chosen in step (13). As the worst values of all parameters under 
consideration are satisfactory for the decision maker, so he/she is asked to make a fi nal 
choice. The question is what should be done if he/she is not able to do this? In such 
case we can return to the dialog phase and try to provide additional information to the 
decision maker presenting values of other distribution characteristics (e.g. probability 
of meeting another target value).

5.2. Procedure STEM-DPR
STEM-DPR (STEp Method for Discrete Decision Making Problems under Risk) employs 
the approach similar to the one that was proposed by Benayoun et al. (1971) in STEM 
method. In each step a candidate alternative is generated. If the proposal is satisfactory 
for the decision maker, the procedure ends. Otherwise, the decision maker is asked to 
choose the criterion, which has a satisfactory evaluation. Two cases have to be considered 
then. First, for none criterion the evaluation of the proposal is acceptable for the deci-
sion maker. In such instance, the procedure fails in generating a satisfactory solution. If, 
however, the decision maker is able to choose a criterion which provides a satisfactory 
evaluation, the decision maker is asked to defi ne the limit of concessions that can be done 
on this criterion in order to improve evaluations with respect to other criteria. Next, new 
proposal is identifi ed taking into account requirements expressed by the decision maker.
To describe STEM-DPR technique let us assume additional notation:
 C1 – the set of indices of criteria, that are maximized,
 C2 – the set of indices of criteria, that are minimized,
    as – new proposal for the decision maker,

k
ijε  – minimal value of ε such, that AFSD( )

k k
i jX Xε� .

In STEM-DPR the vector of ideal values of means is employed. It is defi ned as follows:

 μ– (l ) ( ) ( )
1[ , , ]
l l

n= μ μ… , (23)

where:
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C
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STEM-DPR operates as follows:
Initial phase:

1. Identify stochastic dominance relations between distributional evaluations of al-
ternatives with respect to criteria.

2. Calculate k
iμ  for i = 1, …, m, k = 1, …, n.

3. l : = 1, A(1) := A, K :  = { 1, …, n }.
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Iteration l
1. Identify new proposal:

 ( )
( )

: arg min  max  { }
∈∈

= l
s jkl

j ka
a d

KA
, (25)

where ( )l
jkd  is calculated as follows:
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i
d
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and
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 (27)

In the case of a tie choose any as minimizing the value of ( )max  { }l
jkk

d
∈K

.
2. Present following data to the decision maker:

– average evaluations of the proposal as with respect to criteria – k
sμ  for k = 

1, …, n,
– values of ( )l

skd  for k = 1, ..., n,
– vector of ideal values of means μ– (l ) .

3. Ask the decision maker whether he/she is interested in other parameters of distri-
butional evaluations of the candidate alternative. If the answer is yes, ask him/her 
to specify the data that should be presented, calculate values of parameters and 
present them to the decision maker.

4. Ask the decision maker whether the evaluations of the proposal are satisfactory. If 
the answer is yes, assume ai to be the fi nal solution and go to (8).

5. Ask the decision maker whether the proposal is satisfactory with respect to at least 
one criterion. The answer no means that the procedure is not able to generate a 
satisfactory solution – go to (8).

6. Ask the decision maker to select the criterion with respect to which the proposal 
is satisfactory – Xk and to defi ne δk – the minimal or maximal acceptable value of 
mean for criterion Xk.

7. Identify the set of alternatives satisfying the requirement expressed by the decision 
maker in step (6):

 ( 1) ( )
1 2: { : ; }l l

j j jk k jk ka a k k+ = ∈ μ ≥ δ ∧ ∈ ∨ μ ≤ δ ∧ ∈A A Q Q  (28)

assume l := l + 1, K := K \ { k }; if K = ∅, assume K := { 1, ..., m }, go to (1).
8. The end of the procedure.

K is the set of criteria that are considered when the proposal is generated. Once the 
decision maker accepts the evaluation of the proposal with respect to Xk, the number of 
this criterion is removed from K. If K is empty and satisfactory solution has not been 
identifi ed, indices of all criteria are again included to K.
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As the evaluations are represented by probability distributions, so we are not able to 
generate candidate action in the same way as in STEM method. We apply stochastic 
dominance rules instead: the distance from the ideal solution is measured by the num-
ber of alternatives with evaluations dominating the evaluation of the alternative under 
consideration according to stochastic dominance rules.
Two types of data are presented to the decision maker during the dialog phase of the 
procedure: means of distributional evaluations of as and values of ( )l

skd , which measure 
the distance between the best alternative with respect to criterion X k and alternative as. 
Thus, the decision maker is able to evaluate the proposal and decide whether he/she 
accepts its evaluation with respect to X k.
If for none criterion the proposal is satisfactory, it is not possible to identify the solution 
of the problem by STEM-DPR. In such case there is no criterion to compromise on.
In order to defi ne the limit of concessions for criterion X k the decision maker is asked 
to defi ne minimal (or maximal) value of mean of distributional evaluation with respect 
to Xk. Obviously, as the decision maker accepts the evaluation of ai with respect to X k, 
so δk < k

sμ  if k ∈ C1, and δk > k
sμ  if k ∈ C2.

5.3. Procedure ATO-DPR
Procedures INSDECM and STEM-DPR use direct paradigm for collecting the pref-
erence information. The decision maker defi nes his/her requirements specifying con-
straints on values of distribution parameters. Procedure ATO-DPR (Analysis of Trade-
Offs for Discrete Decision Making Problems under Risk) is based on different assump-
tions. Like in STEM-DPR a candidate alternative is presented to the decision maker. 
However, instead of defi ning constraints, the decision maker has to choose the criterion 
which should be improved and to order other criteria starting from the one that can be 
weakened in the fi rst order.
ATO-DPR uses point-to-point trade-offs for generating a new proposal. For a pair of 
alternatives ai and aj and a pair of criteria pX  and qX , a point-to-point trade-off p q

j iT  
is the ratio of a relative value increase in one criterion ( pX ) per unit of value decrease 
in the reference criterion ( qX ) when ai is replaced by aj:

 
p p
j ip q

j i q q
i j

X X
T

X X

−
=

−
. (29)

In stochastic case trade-offs are random variables. In ATO-DPR stochastic dominance 
rules are used for comparing point-to-point trade-offs while identifying new proposal 
for the decision maker.
The initial proposal is identifi ed in the similar way like in STEM-DPR technique. First, 
for each criterion stochastic dominance relations between distributional of alternatives 
are identifi ed. Next, values of jkd  coeffi cients are calculated using the following for-
mula:
 

1
:

n
k

jk ij
i

d
=

= ϕ∑ , (30)
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where k
ijϕ  is calculated in the same way, like in STEM-DPR. Finally, alternative as for 

which 
{1,..., }
max  { }s skk n

d d
∈

=  is minimal is assumed to be the initial proposal.

Before starting the ATO-DPR procedure we assume: l : = 1, A(1) : = A. Next, successive 
iterations are realized according to following scenario:

1. Ask the decision maker to specify the data he/she is interested in – the parameters 
of distributional evaluations (mean, standard deviation, probability of getting a 
value not less/not greater than ξ, etc.).

2. Compute values of parameters for each alternative under consideration; identify 
the best value of each parameter.

3. Present the data to the decision maker:
– the values of parameters for the candidate alternative as,
– best values of parameters attainable within the set of alternatives.

4. Ask the decision maker whether he/she is satisfi ed with the proposal. If the answer 
is yes – the procedure ends – the proposal is assumed to be the fi nal solution of 
the problem.

5. Ask the decision maker to specify the criterion to be improved fi rst and to set the 
order of the remaining criteria, starting from the one that can be decreased fi rst. 
Let p be the index of the criterion to be improved, while {q1, q2, …, qn – 1} is the 
order of the criteria that can be decreased.

6. Identify the set of alternatives satisfying the requirements expressed by the deci-
sion maker:

 { }( 1) ( )
SD: , , pl l p

i i i s s ia a a a X X+ = ∈ ≠ ¬A A � . (31)

If the set A(l + 1) is empty, notify the decision maker that it is not possible to fi nd an al-
ternative satisfying his/her requirements, unless previous restrictions are relaxed. Next, 
ask the decision maker whether he/she would like to relax the previous requirements. 
If the answer is no, return to (5). Otherwise, generate the set of alternatives to be con-
sidered in the next phase of the procedure as follows:

 { }( 1)
SD: , , pl p

i i i s s ia a a a X X+ = ∈ ≠ ¬A A � . (32)

7. Assume: B = A(l + 1), k = 1.
8. Generate probability distributions of trade-offs kp q

i sT  for each i such that ai ∈ B.
9. Compare distributions of trade-offs using stochastic dominance rules and identify 

the set of non-dominated distributions. If the number of non-dominated distribu-
tions is equal to 1, assume the corresponding alternative to be the new proposal 
and go to (13).

10. Identify the alternatives with dominated trade-offs and exclude them from the set B.
11. If k < n – 1, assume k: = k + 1 and go to (8).
12. The trade-offs for each pair of criteria have been compared, and the set of poten-

tial new proposals B still consists of more than one alternative. As the analysis of 
trade-offs hasn’t provided a clear recommendation for the new proposal, analyze 
the relations between alternatives with respect to criteria. Start from criterion pX  
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and identify the set of alternatives with non-dominated evaluations according to 
stochastic dominance rules. If the number of such alternatives is equal to 1, as-
sume the corresponding alternative to be a new proposal and go to (13). Otherwise 
exclude from B the alternatives that are dominated according to stochastic domi-
nance rules with respect to criterion pX . Next, analyze relations with respect to 
other criteria. In this phase use a reversed lexicographic order of criteria: qn – 1, 
qn – 2,…, q1. For each criterion identify dominated alternatives using stochastic 
dominance rules and exclude them from B. Continue until B consists of one alter-
native. If all criteria have been considered and B still consists of more than one 
alternative, assume any of them to be a new proposal as.

13. Assume l: = l + 1 and go to 1.
In ATO-DPR the decision maker has to answer very simple questions: are you satisfi ed 
with the proposal, and if not: which criterion should be improved and which criteria can 
be weakened. Trade-offs are used for generating a new proposal.

6. Applications

6.1. Project selection
Various objectives are usually taken into account when investment projects are ana-
lyzed. Economic desirability is undoubtedly of primarily importance. Net present value 
(NPV), internal rate of return (IRR), profi tability index (PI), payback period (PP) and 
other measures are usually employed when fi nancial analysis of a project is performed. 
In many cases, however, investor’s considerations are not limited to economic desir-
ability. Usually objectives refl ecting technical, environmental, social, and/or political 
factors are also taken into account. As the decision maker tries to maximize or minimize 
outcomes associated with each objective depending on its nature, a multicriteria deci-
sion making problem is constituted.
Criteria for project comparison often differ in nature. While fi nancial criteria are quanti-
tative, others are qualitative ones. If, for example, an engineering project is considered, 
various technical factors of qualitative kind are taken into account, including the level 
of technological novelty, compatibility with existing facilities, reliability and technical 
service. A similar situation takes place when social and environmental consequences 
are examined. While some criteria are quantitative (the volume of pollutants, the area 
of degraded land, etc.), others are qualitative (changes in landscape, changes in the way 
of life of the neighboring population, etc.).
When faced with the decision of selecting engineering, construction or R&D project, 
the decision maker has also to face uncertainty. Project evaluation involves prediction 
of future outcomes. In the real world, however, not all predictions are known with 
certainty. Even experts are sometimes wrong in their assessments. In addition, various 
experts often differ in their opinions on the same project. Thus, risk associated with at 
least some objectives has to be considered when projects are evaluated.
The project selection problem can be formulated as a discrete multicriteria decision 
making problem, in which we have:

M. Nowak. Interactive multicriteria decision aiding under risk – methods and applications



85

– the set of projects (decision alternatives) A,
– the set of criteria X,
– the set of evaluations of projects with respect to criteria E.

The set of criteria groups both quantitative and qualitative ones. For example following 
measures can be employed for evaluating projects:

– Net Present Value (NPV),
– Internal Rate of Return (IRR),
– technical novelty,
– reliability and technical service,
– compatibility with existing facilities.

While NPV and IRR are quantitative criteria, next three are qualitative. A systematic 
procedure that can be used for solving the problem consists of the following steps:

1. Identifi cation of project proposals.
2. Choosing the criteria.
3. Collecting the data and generating evaluations of alternate projects with respect 

to criteria.
4. Selecting the project to be realized.

The way in which the evaluations of alternatives are generated depends on the criteria 
nature. For fi nancial criteria computer simulation can be employed. Various risk factors 
can be taken into account in a simulation model. For example, when a construction 
or manufacturing project is analyzed, uncertainties related to availability of resources, 
market prices, or demand can be considered. On the other hand, in projects with R&D 
elements activity durations are much more sensitive to incorrect evaluation. In such 
cases simulation may provide the dates of the milestones of the project, which determine 
the set of cash-fl ows during the life cycle of the project. On the other hand, experts’ 
judgments are usually taken into account when projects are evaluated with respect to 
qualitative criteria. Let’s assume that each project ai is evaluated by l experts with re-
spect to criterion X k on a specifi ed scale. Such scale can be defi ned, for example, as a 
10-point one, with 1 assigned to the least desirable and 10 to the most desirable output. 
As a result, l evaluations are obtained for each project. Assuming equal probabilities 
of each assessment, a distributional evaluation is achieved. Such distribution, however, 
differs from the one obtained in simulation, as qualitative criteria are measured on 
ordinal scale.
Once, the knowledge base necessary for evaluating projects has been generated, the last 
step of the procedure – fi nal selection of the project – can be carried out. Interactive 
techniques presented in the previous section can be employed for this. In such case 
FSD/SSD rules should be employed for comparing evaluations of projects with respect 
to fi nancial criteria, and OFSD/OSSD rules for analyzing relations between alternatives 
with respect to qualitative measures.
To illustrate the procedure let us consider a manufacturing company operating in a 
growth market. The management board decided to purchase a new production facility 
to increase production capacity. Ten alternative projects are considered. All proposals 
are viable: that is, the output from any of these alternatives meets product specifi cation. 
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The decision for selecting a project has to be made based on net present value for each 
project, in addition to three other objectives identifi ed in Step 1 below. The economic 
life for all projects is assumed to be 5 years. Based on past experience and data provided 
by the manufacturers of facilities, analysts have determined the probability distributions 
for: initial investments, salvage values, production costs per unit, fi xed costs, demand, 
market prices.
The decision maker decided to consider the following criteria:
X 1 – net present value,
X 2 – reliability and technical service,
X 3 – technical novelty,
X 4 – compatibility with existing facilities.
Simulation technique has been applied for generating distributional evaluations of pro-
jects with respect to attribute X1. Expert assessments are used for constructing distri-
butional evaluations of the projects with respect to criteria X2, X3, X4. Ten analysts 
assessed each proposal on the scale from 1 to 10.
FSD/SSD rules are applied for comparing projects with respect to criterion X1, while 
OFSD/OSSD rules are employed when projects are analyzed with respect to criteria 
X2, X3 and X4.
Before starting the dialog procedure, effi cient alternatives are identifi ed. Project a2 is 
not effi cient – its evaluations are dominated by the corresponding evaluations of a7, a8, 
and a9 with respect to all attributes.
We use INSDECM procedure to identify the fi nal solution of the problem. The dialog 
with the decision maker goes as follows:

Initial phase:
1. l := 1, A(1) := { a1, a3, a4, a5, a6, a7, a8, a9, a10 }.
2. The decision maker decides that means should be presented during the dialog 

procedure.

Iteration 1:
1. Potency matrix is constructed and presented to the decision maker (see Table 1).

Table 1. Potency matrix P(1)

P(1) X 1 X 2 X 3 X 4

worst value 979.66 2.8 3.4 3.9

best value 1432.72 7.9 7.5 8.2

2. The decision maker is satisfi ed with the information presented.
3. The decision maker is not satisfi ed with pessimistic values.
4. The decision maker formulates additional requirement:

The average evaluation with respect to X 1 not less than 1000: μi
1 ≥ 1000.

5. Alternatives satisfying the requirement are identifi ed:
A(2) = { a1, a3, a4, a6, a7, a8, a9, a10 }.
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6. New potency matrix is generated and presented to the decision maker (see Ta-
ble 2). The decision maker accepts the move from P(1) to P(2).

Table 2. Potency matrix P(2)

P(2) X 1 X 2 X 3 X 4

worst value 1137.93 2.8 3.4 3.9

best value 1432.72 7.9 7.5 8.2

7. For none pair of alternatives inconsistency between stochastic dominance rules and 
the requirement defi ned by the decision maker is identifi ed.

8. As N(l) = ∅, so l : = 2 and procedure goes to the next iteration.

Procedure operates until the decision maker is satisfi ed with pessimistic values of cri-
teria.

6.2. Labor planning
Labor planning is concerned with determining staffi ng policies that deal with employ-
ment stability and work schedules. A staffi ng plan is a managerial statement of time-
phased staff size and labor-related capacities, which takes into consideration customer 
requirements and machine-limited capacities. Such plan has to balance confl icting ob-
jectives involving customer service, work-force stability, cost, and profi t.

Various techniques are employed for solving labor planning problems. Linear program-
ming and dynamic programming are used most often. However, these approaches are 
based on strong assumptions that often are not satisfi ed. Employees’ attainability varies 
due to planned and unexpected absences. Work-force requirements are not stable as 
well. Often, considerable fl uctuations can be noticed even in short-term. In accounts 
or payroll departments, for example, work-force requirements are usually higher in the 
early part of the month than in the latter one.

Let us assume that the decision problem consists in determining the number of full-time 
and part-time employees for a department in which work-force requirements fl uctuate 
during each month. In order to meet requirements both full-time and part-time employ-
ees can be hired. Overtime can also be used to satisfy work-force requirements that can-
not be completed in regular time. However, overtime is expensive. According to Polish 
Labor Code, 50% bonus has to be paid if overtime work is done on working day, while 
100% bonus is to be paid for working on Saturdays, Sundays and holidays. Addition-
ally, the number of overtime hours worked by an employee is limited to 150 per year. 
Moreover, in many cases workers do not want to work a lot of overtime for extended 
period. Finally, increased utilization of overtime may lead to decreased productivity 
due to employees’ tiredness. If work-force requirements fl uctuations are considerable, 
employees’ working hours may not be fully utilized in some periods. Such situation is 
inconvenient, as it results in the labor costs increase. It is also unfavorable from psy-
chological point of view. Balancing various objectives in order to arrive at an acceptable 
staffi ng plan involves consideration of various decision alternatives.
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The decision problem considered here consists in determining the number of full-time 
and part-time employees. The set of decision alternatives groups staffi ng plans under 
consideration. Following criteria are used:
X 1 –  yearly labor costs,
X 2 – total number of overtime hours worked by all employees in the department during 

the year,
X 3 – work-force utilization rate measured by the contribution of regular hours effec-

tively worked in the total number of regular hours worked by employees.
In order to solve the problem, alternatives have to be evaluated with respect to criteria. 
Simulation technique is an effi cient and fl exible tool for doing this. As a result, distri-
butional evaluations of alternatives with respect to criteria are obtained.
The fi nal solution of the problem can be identifi ed using interactive technique. In Nowak 
(2008a) INSDECM procedure was used for this. However, STEM-SPR and ATO-DPR 
can also be used.

6.3. Project planning
Several criteria have to be considered while preparing a project schedule. The comple-
tion time and project cost are analyzed in most cases. Additionally, the risk related to 
the criteria has to be taken into account as well. Thus, project planning problem can be 
defi ned as a multicriteria decision problem under risk.
Usually various resources can be used to complete project activities. Let us assume 
here, that only a fi nite number of resource allocations can be considered. For example, 
one, two or three workers can be employed to complete an activity. Thus, we face a 
discrete decision making problem, in which the decision alternatives are defi ned by 
resource allocations.
The completion time depends on the resources allocated to the activity. Let‘s assume 
that for each activity and for each alternate resource allocation, three completion time 
estimates are known: optimistic, most probable and pessimistic. We also suppose that 
the relations between the time and cost are recognized for each activity. For example, 
knowing the wage per hour paid to a worker and the completion time, we are able to 
calculate labour cost of the activity. Similarly the cost of other resources can be esti-
mated. As the activity times are uncertain, so the project completion time and project 
cost are uncertain as well.
The decision situation considered here paper may be conceived as a problem (A, X, E). 
The set of alternatives A consists of alternate resource allocations. Two criteria are used 
for evaluating alternatives:
X 1 – project completion time,
X 2 – total cost.
As activities‘ completion times are random, so computer simulation can be used for 
generating distributional evaluations of alternate resource allocations with respect to 
criteria. As a result, we face a discrete decision making problem under risk. In order to 
identify the fi nal solution, interactive procedures INSDECM, STEM-DPR or ATO-DPR 
can be used. In Błaszczyk and Nowak (2009) INSDECM is employed for solving the 
project planning problem.
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6.4. Other applications
Applications of the procedures presented in this paper are not limited to the ones dis-
cussed above. Interactive approach can also be imployed for example in aggregate 
production planning, production process control, inventory management. If only the 
decision situation can be described as a discrete multicriteria decision making problem 
under risk with up to moderate alternatives, procedures INSDECM, STEM-DPR and 
ATO-DPR can provide an effective method for identifying the fi nal solution of the 
problem.

7. Conclusions

Interactive approach is one of the leading methodologies in multicriteria decision mak-
ing. Several motivations have been mentioned for implementing this approach. It is usu-
ally pointed out that limited amount of a priori preference information is required from 
the decision maker as compared to other techniques. The interactive procedure may be 
considered as a learning process. Observing the results of succeeding iterations of the 
procedure, the decision maker extends his/her knowledge of the decision problem. On 
the other hand, as the decision maker actively participates in all phases of problem solv-
ing procedure, he/she puts much reliance on the fi nal solution. As a result, the solution 
of the procedure has a better chance of being implemented.
Two main issues have to be considered when an interactive procedure is designed: the 
way in which the information is presented to the decision maker, and the way in which 
the decision maker formulates his/her judgments. When only limited information is pro-
vided, the decision maker may feel that he/she is not able to analyze important aspects 
of the problem. Thus, providing the information that the decision maker fi nds interest-
ing may be the benefi cial. On the other hand, however, enabling the decision maker to 
defi ne his/her requirements in various forms may also be profi table. These issues are 
especially important in stochastic environment. As the evaluations of alternatives are 
represented by probability distributions, so the comparison of alternatives is not trivial. 
On one hand the decision maker is usually interested in maximizing expected outcomes, 
on the other however, he/she fi nds the variability of outcomes very important as well. 
As each decision maker recognizes risk in his own way, so various risk measures should 
be provided to satisfy his/her demands.
In the paper interactive procedures for discrete stochastic multiple criteria choice prob-
lem are suggested. The methodology combines two concepts: interactive approach and 
stochastic dominance rules used for comparing uncertain evaluations of alternatives 
with respect to criteria. The interaction process between the decision maker and the 
decision model includes presentation the information for the decision maker, asking the 
decision maker for defi ning additional requirements, and enabling him/her to choose a 
fi nal solution if he/she is able to do this.
Procedures are designed for various types of decision makers. Those, who are expe-
rienced in using multicriteria methods, can use INSDECM technique. It is the most 
demanding, as it requires defi ning constraints on values of various parameters of dis-
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tributional evaluations. STEM-DPR and especially ATO-DPR can be employed by per-
sons, who are less experienced. These methods require a limited amount of preference 
information from the decision maker. During the dialog phase, he/she has to answer 
very simple, easy understandable questions.
Procedures presented in this work can also be applied for mixed problems, i.e. prob-
lems in which evaluations with respect to some criteria are represented by probability 
distributions, while the rest are deterministic.
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INTERAKTYVIŲ DAUGIAKRITERINIŲ SPRENDIMŲ PASISKIRSTYMAS 
RIZIKOS SĄLYGOMIS: METODAI IR SPRENDIMAI

M. Nowak

Santrauka

Straipsnyje pateikiama diskrečiųjų sprendimų priėmimo problemos analizė apimant rizikos veiksnius. 
Pasirinkimo alternatyvos suprantamos kaip kompleksas baigtinių elementų ir alternatyvos, atsižvel-
giant į kriterijus, yra išreikštos paskirstymo funkcijomis. Priimant sprendimus būtina atrasti išeitį, 
priimtiną tolesniems sprendimams. Straipsnyje siūloma, kad, norint išspręsti vieną problemą, būtina 
išanalizuoti sprendimų vertintojo lūkesčius.
Reikšminiai žodžiai: daugiakriterinis vertinimas, interaktyvus metodas, sprendimų priėmimas rizikos 
sąlygomis, stochastinis pasiskirstymas, valdymo sprendimai.
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