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Abstract. This paper shows that autocatalytic trade cycles can be a positive feedback 
system for innovation and thus for economic growth. Using United Nations data, a trade 
network is proposed and a set of variables that represent the participation of countries in 
autocatalytic trade cycles is constructed. A clear relationship between these variables and 
economic growth is found since more innovation is produced in countries that are part of 
trade cycles. However, the relationship changes with autocatalytic trade cycle sizes, cat-
egories of goods and time scales. Moreover, autocatalytic trade cycles also have a positive 
effect for the trade flows involved, although this effect differs significantly depending on 
the size of the cycles. This new approach based on autocatalytic trade cycles emphasizes 
the benefits that countries can extract from trade cycles and points out the need of policies 
that foster these benefits. These conclusions strengthen existing literature, and also add 
new insights to innovation policy and the pursuit of economic prosperity.
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Introduction

Innovation is essential to technological-knowledge progress, which, in turn, is an engine 
of economic growth (Gil et al. 2013.). Hence, most countries should be interested in ways 
to improve their technological-knowledge competence.

The causes for innovation are often best reviewed in a competitive framework: enti-
ties, such as governments and firms, that innovate, are expected to fare better than ones 
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which do not innovate (Werker 2003). However, this may not be the only reason to 
innovate: Cassell (2008) found that their decision to innovate was dependent on more 
factors than simply to save costs.

A traditional way of innovating is through research and development (R&D) efforts. 
Empirical evidence of this growth mechanism has been shown in, for example, Lichten-
berg (1993) and Coe and Helpman (1995). At the theoretical level, the first-generation 
of comprehensive, well articulated general equilibrium growth models based on R&D 
that seek to explore the role of technological knowledge change in the economic growth 
process, are centred on two types of R&D processes – horizontal and vertical.

In the first one, R&D is directed at developing new horizontally differentiated goods, an 
approach followed in prominent works by Romer (1986, 1990), Rivera-Batiz and Romer 
(1991), Grossman and Helpman (1991) and Barro and Sala-i-Martin (2004). Since there 
are no quality advances, no good ever becomes obsolete. Firms that become producers 
remain leaders from then on without further R&D effort, since they are granted a patent 
that lasts forever.

In the vertical process, R&D is instead directed at developing new vertically differenti-
ated qualities of each good, an approach that was first developed by Segerstrom et al. 
(1990), Grossman and Helpman (1991), and Aghion and Howitt (1992). The resulting 
models are called Schumpeterian (inspired by the Schumpeterian concept of creative 
destruction), or quality ladder models, since, assuming that the leadership of the firms 
that use the state-of-the-art qualities is only temporary – permanently subject to destruc-
tion by new qualities resulting from successful R&D.

Hence, when integrated in endogenous growth models, R&D activities – either hori-
zontal or vertical – result in technological-knowledge progress, which, in turn, is the 
primary determinant of growth. Two major characteristics of technological knowledge 
are essential for its role as an endogenous engine of growth – non-rivalry and partial 
non-excludability. Technological knowledge is non-rival in the sense that the marginal 
costs for its use by an additional firm are negligible; and it is partially non-excludable 
since the returns to private investment in its production are partly private and partly 
public. As a result, the total return on innovation for the society as a whole (the social 
return) is greater than the private return.

As a result, in general, it is considered decreasing returns to R&D (e.g. Ha, Howitt 
2007). The phenomenon of decreasing returns to R&D means that innovating becomes 
more and more costly as measured in R&D costs per increase in quality of goods or 
decrease in factor inputs. This is often caused by the exhaustion of technological para-
digms that the R&D effort has taken place in so far (e.g. Dosi 1982). However, Madsen 
(2007) has suggested that decreasing returns to R&D cannot always be easily found.

To overcome this problem a new technological paradigm needs to be found. In fact, one 
needs to innovate more radically. Here, radical innovation is not limited to a particular 
good or service strictly deviating from the path it has taken so far, being defined as 
deviating enough to start improving a good at a reasonable R&D efficiency again. This 
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kind of innovation is distinct from the incremental type, which does not involve new 
paradigms – e.g. Dosi (1982) and Freeman (1991). 
For countries that are not leaders (some developed and developing countries), the first 
major way of overcoming the problem of decreasing returns to R&D is by imitat-
ing innovations from leaders. When successful, imitation allows for the technological-
knowledge difusion embodied in a good, as the imitator reverse-engineers that good. 
Imitation is often a less costly process than innovating: Mansfield et al. (1981) reports 
that the cost of imitation is, on the average, about 65% of the cost of innovation. Thus, 
imitation will be often the best choice for follower countries to catch up (Afonso 2012, 
2013; Motohashi et al. 2012). However, the imitating process on its own does not bring 
innovation in a global system; it only aids its diffusion (Afonso 2012, 2013).
Moreover, the existence of spillovers is not sufficient for diffusion and catching up 
by the follower countries. In fact, diffusion requires the followers to absorb the tech-
nological-knowledge spillovers; i.e. to have the capacity to incorporate the innova-
tive spillovers in their own R&D. Imitation capacity is enhanced by domestic policies 
promoting R&D (e.g. Aghion et al. 2001), by the degree of openness and other trade 
policies (e.g. Coe et al. 1997), and decreases with the human-capital gap in relation 
to the leaders (e.g. Nelson, Phelps 1966). In the presence of imitation capacity, the 
advantage-of-backwardness assumption is observed. This assumption considers that the 
rate of technological-knowledge progress in the followers is an increasing function of 
the gap between their own technological-knowledge level and that of the leaders (e.g. 
Barro, Sala-i-Martin 1997; Afonso 2012, 2013).
The combination of old ideas and concepts into new ideas, or recombination, is often 
a successful strategy for innovation (e.g. Galunic, Rodan 1998). A good strategy is to 
collaborate with other partners in order to promote exchanges between their distinct 
knowledge stocks. 
International trade can play a major role by aiding the recombination of ideas and 
concepts. Trading also allows for a more efficient knowledge flow in general (e.g. Coe 
et al. 1997; Afonso 2012). Recombination often occurs when goods are imported. It 
can lead to a variety of not only adapted goods, but also entirely new uses. Besides, 
having recombination by the importer, problems can be discussed in different contexts 
and techniques for production can be learned from abroad to the advantage for exporting 
firms (e.g. Silva et al. 2013).
Recently most research in the area of international trade and innovation is focused on 
the effects of export, which are important indeed. The export-space (types of goods that 
are exported) of a country is a good predictor for new export (e.g. Hidalgo et al. 2007). 
Export variety is important for economic growth (e.g. Saviotti, Frenken 2008). Firms 
that start to export are learning faster than firms that do not (e.g. Silva et al. 2013).
Imports account for economic growth as well since they provide essential factors for 
production and allow for the transfer of knowledge that can be used to improve produc-
tion and to foster innovation (e.g. Bayoumi et al. 1999). The easiest way that import 
can contribute to local innovation is by aiding imitation, especially for less-developed 
countries (e.g. Afonso 2012).
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Still, even a view that considers both imports and exports could be too limited. First, 
because international trade does not occur only as an independent bilateral experience 
since trade relations are mutually dependent. Thus, a network approach could be valu-
able. In this line, Shih et al. (2009), instead of purely bilateral indicators, as bilateral 
import and export parameters, considered the centrality of countries in the trade network 
as a measure for diffusing technological knowledge.
Moreover, technological knowledge that comes from trade import is likely to decline 
over time if the relation is only one-sided. This is because less and less new ideas, 
goods and processes can be transferred, since the unused technological knowledge is 
decreasing. Over time the technological knowledge import would be scaling with the 
technological knowledge production in the exporting country. And, since its production 
faces decreasing returns to R&D, this flow of new knowledge probably dries up as well. 
To overcome these problems and to keep on innovating, a self-enforcing, or autocatalyt-
ic, process needs to be instated. An autocatalytic system will create exponential returns 
due to its positive feedback mechanism. Positive feedback mechanisms are possible 
only when there is a cyclical nature to information within a system. After all there needs 
to be a feedback, which implies that information of any activity is related back to the 
source. The notion of cyclical autocatalytic processes is not new and is often derived 
from chemistry and ecology (e.g. Matutinović 2005). 
Combining the notion of autocatalytic cyclical processes with the importance of trade 
to innovation provokes the question: Could autocatalytic trade cycles be a positive 
feedback system for innovation? The nature of innovation suggests they can: innovation 
will be more persistent if it occurs in a cyclical system. This is because in a cycle there 
will be a continuous recombination of knowledge stocks, which should then lead to 
continuous innovation. This way of technological-knowledge production does not face 
decreasing returns since technological paradigms will be often shifted. As discussed 
above, trade is conducive, not only to copying and diffusing technological knowledge 
but also to producing innovation itself. Hence, it seems that autocatalytic trade cycles 
produce continuous innovation. If that is true then the partners of these autocatalytic 
trade cycles will experience more economic growth than otherwise.
This discussion leads to the main research question of this paper: is it beneficial, in 
terms of economic growth, for a country to be part of an autocatalytic trade cycle? If this 
is true, then innovating and creating economic growth while being part of an autocata-
lytic trade cycle should be more efficient than innovating outside of a cycle. Thus, this 
indicates the follow up question: is it possible to develop a policy that takes advantage 
of autocatalytic trade cycles? If the results from the first research question allow policy 
implications to be derived, then the question can be answered positively. However if 
the results from the first research question are more ambiguous this will not be possible.
The remainder of this paper will provide an answer to these two research questions. 
In the following section the research questions will be more elaborated on by stating 
hypotheses that relate to these questions. When testing these hypotheses, answers to 
the research questions can be provided. In Section 2, the methodology for testing the 
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aforementioned hypotheses will be explained. Section 3 discusses the results of these 
tests. General policy recommendations based on these results are provided in Section 
4. Finally, the conclusions of this work on autocatalytic trade cycles will be shown, 
based on a comparison between the answers to the first and the second research ques-
tions.

1. Hypotheses

To investigate the research questions a new approach is proposed to capture different 
economic aspects. It was chosen because, at present, there has been no research on 
autocatalytic trade cycles.
For studying different autocatalytic trade cycles it is important to define the length of 
such a cycle, which will be defined by the number of countries that are involved in it. 
The hypotheses relate to the effects of autocatalytic trade cycles on the economic per-
formance of the involved countries. These hypotheses will start at the relation between 
autocatalytic trade cycles and general economic performance, and then move to the dif-
ferent cycles per good category, and will finally consider the length of the autocatalytic 
trade cycles.
The first research question is related to the idea that countries that are part of autocata-
lytic trade cycles can economically benefit from it. Hence, the following hypothesis is 
considered:
 H(i): Countries that are part of autocatalytic trade cycles experience more economic 

growth than countries which are not. If it is beneficial to be part of an autocata-
lytic trade cycle then over time trade connections that constitute an autocatalytic 
trade cycle will be more likely to grow than connections that do not constitute 
autocatalytic trade cycles: the innovation that should occur will likely increase 
the trade flow. Since this happens more in autocatalytic trade cycles, trade flows 
that constitute these cycles will be growing faster. Therefore, a second hypothesis 
is put forward:

H(ii): In a trade network, the trade flows that constitute autocatalytic trade cycles are 
relatively higher than flows that are not part of an autocatalytic trade cycle. 
Since the autocatalytic trade cycle argument revolves around innovation, it is 
expected that more good categories which are experiencing major changes due 
to innovation will have more important autocatalytic trade cycles. Since these 
changes are not spread equally through time and good categories, the importance 
of autocatalytic trade cycles will vary across these two parameters. This brings 
up two additional hypotheses:

H(iii.1): The importance of autocatalytic trade cycles will vary for different categories 
of goods and times.

H(iii.2): The autocatalytic trade cycles from innovative goods will be more important 
to the economic growth than the autocatalytic trade cycles from less innovative 
goods.

J. J. Bakker et al. The effects of autocatalytic trade cycles on economic growth
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However, not all autocatalytic trade cycles have to bring in an equal amount of eco-
nomic growth. One would expect that the length of a cycle is an important factor. Since 
innovation often occurs due to the recombination of ideas, one would expect longer 
autocatalytic trade cycles to be more conducive to innovation. Nonetheless, for novelty 
to occur it needs to fit in with the socio-economic system in which the innovation is 
taking place. The more different the socio-economic system is the less likely the inno-
vation will fit and thereby the performance of goods will deteriorates. This holds true 
even for high-tech goods (e.g. Getler 1995). Thus, a better fit of an innovation is more 
likely to happen with shorter cycles, as ideas and practices get less affected by other 
systems. When combining these two aspects, a trade-off is expected. But the results of 
this trade-off might be different for distinct categories of goods, relying on the innova-
tion that is happening at that time in the category. Hence:

H(iv):  There is an optimal length at which autocatalytic trade cycles are most conducive 
to economic growth. This optimal cycle length may vary per category of goods.

2. Methodology

2.1. The trade network
The methodology for testing the hypotheses is based on extracting cycles from the in-
ternational trade data in the National Bureau of Economic Research (NBER) database 
(Feenstra et al. 2005). This database lists all international trade flows, documented by 
the United Nations (UN) from 1962 to 2000. The trade flows are listed by category of 
goods on the basis of the Standard Industrial Classification in four digits (SIC 4). Af-
ter the collection of data, the autocatalytic trade cycles are calculated for ten different 
classes of trade, indicated by the first digit of the SIC 4 classification. This is done per 
year over the period from 1962 to 2000.

The main decision here is to consider which trade flows are relevant: if all trade flows 
are included, the trade network will be too dense to have a relevant measure of the 
number of autocatalytic trade cycles. Therefore, the less important trade flows need to 
be excluded from the analysis. To assist this procedure a quality measure qi,j for a trade 
flow ti,j from country ci to cj with value vi,j will be introduced:

                                         

,
, .

( , )
i j

i j
i j

v
q

MINTRADE c c
=

  
(1)

In (1), MINTRADE is an operator which picks the minimum sum of the imports and 
exports of the countries involved. This sum of imports and exports is also referred to 
as a measure of openness for a given economy if it is divided by Gross Domestic Prod-
uct (GDP). It was decided not to divide it by GDP since the inclusion of GDP in the 
selection process would mean that openness of the economy would be a major factor 
influencing the number of links per country. 
Since this paper deals mainly with the structure of the network it is better to make the 
selection process based mostly on the trade volume per country. This means, from a 
network perspective, that selection is solely based on the property of the links, regard-
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less of the properties of the nodes. Hence, with a substantial reduction of links, most 
nodes will be more equal in their number of links in the trade network. This occurs be-
cause nodes with a large number of links will lose more links than nodes with a small 
number of them, since the quality of the links will be lower when a node has a larger 
number of links. Moreover, this means that here the autocatalytic trade cycles refer to 
the structure of the trade per node. It does not value more open economies more than 
more closed economies. There is also the advantage that trade flows involving countries 
with very open economies (e.g. because they are at a trade nexus such as Singapore and 
the Netherlands) will be not be weighed disproportionally.
To choose the minimum quality value qmin from which trade flows are admitted, the 
following reasoning is used: to assert a relative independence for countries who are 
part of autocatalytic trade cycles it is important that their autocatalytic trade cycles do 
not overlap too much. A key measure for this is the average path length of the trade 
network related to the cycle length. If the average path length is shorter than the cycle 
length most countries will share at least one autocatalytic trade cycle. Thus, the cycle 
length cannot exceed the average path length too much.
The network that is used sometimes includes countries that are not part of any cycle. If 
they were included in the measure for the average path length, this measure would be 
distorted. This is because they contribute with their lower connections to a higher aver-
age path length. Hence, the countries that are in autocatalytic trade cycles are connected 
more than the average path length indicates. To omit this problem an adjusted measure 
for average path length is used in which these countries are excluded. To estimate the 
average path length l the formula as derived in Fronczak et al. (2004), for a random 
network with N nodes and a distribution of k links per node is used:

 

2 ln ln ln ( 1) 1 .
ln ln ( 1) ln 2
k N k kl

N k k
− < > + < > + < − > −γ

= +
+ < − > − β

 (2)

In (2), γ ≈ 0.5772 is Euler’s constant while b is a constant depending on the kind of 
distribution of links we expect. It will be assumed that the distribution corresponds 
roughly to that of an Erdos-Renyi random network with a Poisson distribution.1 The 
validation of this is that, as mentioned earlier, most nodes are becoming more equal in 
the amount of links. Within the trade networks in study, often a large portion of links 
(75–90%) needed to be deleted in order to achieve the desired average path length. 
Therefore, this procedure negated most of the original distribution of links per node, 
resulting in a Poisson distribution. This was validated by examining the distribution of 
links in a number of different trade networks after a significant reduction of low quality 
links. With this distribution b would have the following value: N < k >. 
From Fronczak et al. (2004) it seems this formula underestimates l slightly for low 
N(N~102); this is not a problem since the average path length sets a maximum for the 

1 This is a network with the underlying assumption that the chance of a link existing between two 
nodes is equal for all nodes. This is unlike, e.g. a scale free network, where this is dependent on 
the number of links a node already has. Erdős and Rényi (1960) have shown that the distribution 
of links in a random network follows a Poisson distribution.
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cycle length, hence a slight underestimation of this parameter will lead to results that 
are more reliable than needed. The following procedure is applied: the minimum quality 
value qmin is raised, thus allowing more flows to be deleted until the required average 
path length is achieved. Occasionally this procedure leads to an empty network, because 
the required average path length could not be achieved. In this case the network with 
the highest average path length, which has appeared in the previous procedure, will be 
chosen. These path lengths are often very close to the required average path length. 
Judging from the likely values for N and the distribution of k, the highest average path 
length that can be obtained, while still including most countries, is 2. This indicates 
that the maximum cycle length that can be measured is a cycle including 4 countries.

2.2. Determining the effect of autocatalytic trade cycles on economic growth
The process of determining the effect of autocatalytic trade cycles will yield 6 indica-
tors per category of goods, which combines magnitude of autocatalytic trade cycles per 
each length of the autocatalytic trade cycle per se. In this case there are cycles with 
2, 3 and 4 countries. The magnitude of an autocatalytic trade cycle is defined here as 
its circulation value, or as the lowest value of the trade flows that it consists of. The 6 
indicators are probably highly correlated, since the likelihood of a country being in a 
cycle with 4 countries grows as the number of cycles with 3 countries, involving that 
country grows. As a result, a multiple regression with all indicators as independent 
variables will suffer from multicollinearity. To overcome this problem, a factor analysis 
will be used to reduce these 6 indicators into 1 or 2 composite variables, depending on 
the outcome of the analysis.
Because of the nature of the selection process, the major confounding variables here are 
imports and exports, as they will probably influence the trade flows that were chosen 
in the trade network and they will also have an effect on economic growth. The third 
confounding variable to consider is GDP since it can be assumed that countries with dif-
ferent GDP levels will have different trade structures, e.g. a core periphery structure in 
the world economy. GDP will also affect GDP growth because different sized economies 
will grow at different rates. These variables will be used to predict economic growth as 
measured in the relative increase of real GDP.2 Because it is expected that innovation 
processes operate on timescales larger than a year and on different timescales for dif-
ferent goods, time series for the 10 different goods will be constructed. In these time 
series the composite variables will estimate both the annual rate of GDP growth and the 
rate of aggregate GDP growth for consecutively more years ahead.

2.3. Determining the effect of autocatalytic trade cycles on trade
To test hypothesis (ii) the number of autocatalytic trade cycles that a certain trade flow 
is in will be determined. Due to the selection process of the trade network a comparison 
between flows that are in or out of autocatalytic trade cycles cannot be made. This is 
because trade flows that are not in the network are by definition smaller than flows that 

2 GDP data was obtained from the World Bank. 2011.[Online], [cited January 2012]. Available from 
Internet: http://www.worldbank.org.
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are in the trade network, since small trade flows will have a higher chance of being 
deleted than larger trade flows.
Therefore, in order to test hypothesis (ii), a comparison will be made between the 
number of autocatalytic trade cycles a trade flow is in and its value. Since there are 
3 different sizes of cycles there will be 3 different indicators. With these indicators a 
multivariate linear regression with the trade value as a dependent variable will be run. 
Unfortunately, the problem of multicollinearity is harder to solve because there are less 
indicators; however, the problem will be also smaller due to the same reason.

2.4. Determining the effect of autocatalytic trade cycles  
in different categories of goods 
Hypotheses (iii.1) and (iii.2) suggest that the autocatalytic trade cycles associated with 
different goods will have different effects on economic growth. To test for this, the 6 
indicators, for the combined value and number of 2, 3 and 4 sized autocatalytic trade 
cycles, will be used to compare the effects for each category of goods. These categories 
are based on the first digit from the SIC 4 classification (Table 1).
A high correlation will be expected in these indicators for the same reason as described 
in Section 2.2. Thus, the same process of using factor analysis to extract 1 or 2 com-
posites out of these 6 indicators will be used. The main comparison will be made on 
the normalized effect of the composites on growth. This effect will be determined using 
multivariate linear regressions, with the same confounding variables as mentioned in 
Section 2.2. A time series approach will be used because there is no a priori assump-
tion on the typical timescale of innovation. This holds even more for different goods 
categories. It can be seen if autocatalytic trade cycles from different categories of goods 
have different effects on different timescales.

2.5. Determining the effect of autocatalytic trade cycles of different lengths
Hypothesis (iv) deals with the effects of different lengths. Indicators of autocatalytic 
trade cycles of different lengths are often highly correlated. If this is the case it is not 
possible to compare the effects of different lengths of autocatalytic trade cycles in that 
particular category of goods. However, if the indicators are not highly correlated, testing 
hypothesis (iv) becomes a possibility. If the abovementioned indicators do not correlate 
very well, the factor analysis will show it. Hence, the same set of composite indicators 
and regressions can be used to test this hypothesis for a limited set of goods.

3. Results

3.1. Hypothesis (i): the effects of autocatalytic trade cycles on GDP growth
This hypothesis deals with the effect of autocatalytic trade cycles on GDP of the coun-
tries involved. The country to country trade data was used to create a network out of 
which the autocatalytic trade cycles could be calculated. The factor analysis that fol-
lowed indicated that two separate variables were needed to represent the indicators from 
the autocatalytic trade cycles: variable 1 to represent data mostly from the 2 and the 3 
sized cycles and variable 2 to represent the 4 sized cycles.

J. J. Bakker et al. The effects of autocatalytic trade cycles on economic growth
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Results from the linear regressions with GDP per year as a dependent variable, and in 
years following, are depicted in Figure 1. For variable 1 there is a strong and significant 
correlation between the indicator and GDP increase per year. It also appears that there 
are two timescales: one of about 2–3 years later and other of 9 years later. Variable 2 
seems to have an insignificant and small effect. Only at 2 and 6 years there is a signifi-
cant effect which could point to a certain timescale, but since that effect is quite small 
this is not a robust finding.
Results from the regressions with aggregated GDP over a certain amount of years (see 
Fig. 1) confirm the previous findings: variable 1 has a significant impact on GDP growth 
for all time periods, while variable 2 is mostly small and insignificant. From the time 
scales for variable 1 only the scale around 11 years is visible in the aggregated GDP 
regressions. The 6 year time scale of variable 2 becomes more insignificant, while 

Table 1. Broad classification of the different categories of goods 

Category Description

SIC 0 Agriculture, fishing and forestry

SIC 1 Mining and construction

SIC 2 Light manufacturing

SIC 3 Heavy manufacturing

SIC 4 Infrastructure and communication

SIC 5 Retail and wholesale trade

SIC 6 Services (financial)

SIC 7 Services (personal and business)

SIC 8 Services (health, legal, educational, cultural, social and consulting)

SIC 9 Public administration

Journal of Business Economics and Management, 2014, 15(3): 485–508

Fig. 1. Relation between the time scale and the standardized coefficients for the composite variables  
Notes: The composite variables represent the trade cycles for the aggregated trade between 

countries. Shaded areas depict a 95% confidence interval.
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the 2 year time scale is still significant. But since there is relatively little difference 
between the graphs on small time scales this could be expected. Results of the regres-
sions indicate a significant relation between the amount, both in value and number, of 
autocatalytic trade cycles and GDP growth. Thus the hypothesis should be accepted.

3.2. Hypothesis (ii): the effect of autocatalytic trade cycles on trade flows 
In this hypothesis the effects of being part of autocatalytic trade cycles on the size of the 
trade flows is examined. If the hypothesis is to be accepted there should be a significant 
positive effect of being in an autocatalytic trade cycle for a trade flow. In total 1.241.627 
trade flows were included to test this hypothesis. 
The covariance matrix shows that there is a reasonable, but small correlation between 
the dependent variable and the 3 indicators (Table 2). Unfortunately the correlation 
between 3 and 4 sized cycles is very large. This means that their respective coefficients 
are less reliable; this is compensated for by the large number of cases that could be 
examined.

Table 2. Covariance matrix depicting the correlation between the independent and dependent 
variables in the linear regression

Correlation Trade value Nr. of 2 sized 
cycles

Nr. of 3 sized 
cycles

Nr. of 4 sized 
cycles

Trade value 1 0.0716 0.1578 0.1129

Nr. of 2 sized cycles 0.0716 1 0.5087 0.5135

Nr. of 3 sized cycles 0.1578 0.5087 1 0.9267

Nr. of 4 sized cycles 0.1129 0.5135 0.9267 1

Table 3. Results of the linear regression with the value of the trade flow  
as a dependent variable

Unstandardized coefficients Standardized coefficients Significance

Value Standard deviation Value Standard deviation

Constant –30165 896 0 0 0

Nr of 2 sized cycles 2296 1384 0.00157 0.001014 0.097

Nr of 3 sized cycles 50955 313 0.377 0.0023 0

Nr of 4 sized cycles –238 2.33 –0.237 0.0023 0

Results of the linear regression in Table 3 indicate that there is a significant relationship 
between the value of a trade flow and its presence in one or more cycles. However, the 
relationship differs for different sized cycles. Being in a 2 sized cycle has no significant 
effect on the trade flow. Being part of a 3 sized cycle however, does have a major and 
significant effect on the size of the flow. Being in a 4 sized cycle has a significant nega-
tive relationship to magnitude of the trade flow.
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Looking at the standardized coefficients, it is possible to see that being in more auto-
catalytic trade cycles is overall positive for the value of a trade flow. However, the size 
of the trade flow is a significant variable to consider.

3.3. Hypothesis (iii): the importance of autocatalytic trade cycles  
from different categories of goods
Now the independent variables are the autocatalytic trade cycles per category of goods. 
The first part of the hypothesis states that autocatalytic trade cycles in different catego-
ries have different effects on GDP growth. The second part of the hypothesis states that 
the effect on GDP growth should be more profound for more innovative goods.
To test this hypothesis the following method was used: first different trade networks 
were made for different goods; second the autocatalytic trade cycle indicators were 
calculated for each country; then factor analyses were made to determine the composite 
variables for each category of good; finally two series of regressions were made, one 
with GDP growth per year in x years following, and another with aggregated GDP over 
x years as dependent variables.
Since there were 10 categories of goods tested, only a few results will be discussed in 
detail here. These results should provide a clear picture of the overall trends. From the 
other categories a short summary will be made.

3.3.1. Results from some categories of goods
Results that will be discussed in detail are from the following categories of goods: SIC 
2, SIC 4 and SIC 9.3 These categories were chosen because they represent either a 
group of categories, (SIC 2 and SIC 9) or are unusual compared to the other categories 
(SIC 4).
Regarding the results from category SIC 2 (see Fig. 2), the factor analysis indicated 
two variables. Variable 1, mainly dealing with 2&3 sized autocatalytic trade cycles and 
variable 2, mainly dealing with 4 sized autocatalytic trade cycles. The results of the year 
on year growth of GDP show that there is a significant relation between variable 1 and 
year on year GDP growth for the entire time span of 15 years, although the strength is 
decreasing over time. The inverse is true for variable 2, which is strongly and signifi-
cantly negative for most values and also decreasing over time. The results from year on 
year GDP regressions are confirmed by the aggregate GDP growth. These series show a 
stable and significant relation from both variables with aggregate GDP growth.
The category of goods of SIC 4 had the following characteristics (see Fig. 3): the fac-
tor analysis indicated two variables, as was the case in SIC 2. Variable 1 included all 
indicators (variable 1), while variable 2 only contained the numbers of cycles (variable 
2). The year on year regressions show that variable 1 has a small and mostly insignifi-
cant relation to the dependent variable. There are two significant timescales: a negative 
for the first 3–4 years and a positive for a timescale of roughly 11 years. Variable 2 is 
mostly positive and significant except for the time scale of 11 years, which could be ex-

3 Descriptions of the categories are given in Table 1.
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plained by the rise in the coefficient of variable 1. The results from the regressions with 
the aggregate GDP growth show a more clear result: variable 1 is negative, strong and 
significant related to the aggregate GDP growth, while variable 2 is the inverse of this.
The category of goods of SIC 9 had the following results (see Fig. 4): the factor analy-
sis was inconclusive over the amount of variables to be included. Since variable 2 had 
no interpretable relation to the autocatalytic trade cycle indicators, it was decided to 
include only one variable. The standardized coefficient of the variable for regression 
for year on year GDP growth is positive and significant with a maximum at a 7 year 
timescale and a minimum around an 11 year time scale. The results from the series 
of regressions with aggregate GDP growth show a clear maximum around 7 years, 
indicating a 7 year time scale, while also at other time scales showing continuously 
positive significant results.

Fig. 2. Relation between the time scale and the standardized coefficients for the composite variables  
Notes: composite variables represent the trade cycles for category SIC 2. Shaded areas depict a 

95% confidence interval

Fig. 3. Relation between the time scale and the standardized coefficients for the composite variables  
Notes: composite variables represent the trade cycles for category SIC 4. Shaded areas depict a 

95% confidence interval
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3.3.2. Summary of the results for the other categories of goods 
Results from the other categories of goods could be gathered into three different groups: 
the first group has categories similar to SIC 2 with two variables representing respec-
tively 2&3 sized cycles and 4 sized cycles. This group contains SIC 0 and SIC 8. 
Furthermore, the second group is similar to SIC 9 and has one variable representing all 
indicators. SIC 3 and SIC 7 are represented in here. Finally, the last group had insignifi-
cant results for all variables that were tested and consists of SIC 1 and SIC 5, and SIC 6.
The group similar to SIC 2 contains the following categories of goods: SIC 0 and SIC 
8. In both of these categories variable 1 is positively related to GDP growth on a year 
on year basis, while variable 2 is insignificant but mostly negative for most of the time 
span. Variable 1 for both SIC 0 and SIC 8 has significant results for the time scales of 
2 and 9 years. In the analysis of aggregate GDP growth variable 2 is significantly nega-
tive for both categories. Variable 1 is constant and almost significant for SIC 0 and only 
significant at a time scale of 3 years for SIC 8.
In the second group, which is similar to SIC 9, there is only one variable to represent 
all of the autocatalytic trade cycle indicators. This group consists of SIC 3 and SIC 
7: on a yearly basis the coefficients from both categories are mostly insignificant. It 
is mostly positive for SIC 3, while SIC 7 gives a more mixed view. On the aggregate 
GDP growth the variable from category SIC 3 has a significant, but not very strong, 
relationship with the dependent variable. This relationship has its maximum at roughly 
7 years. The variable from the SIC 7 category has a continuously positive relationship 
with a significant maximum at a time scale of around 3–4 years. After that maximum 
the relation becomes insignificant for the remainder of the timescales.

3.3.3. Conclusion
In the majority of the 10 examined categories, there was a significant relationship be-
tween the composite variable and the GDP growth. This relation differs per category, 
and per time scale (see Table 4).

Fig. 4. Relation between the time scale and the standardized coefficients for the composite variables  
Notes: composite variables represent the trade cycles for category SIC 9. Shaded areas depict a 

95% confidence interval
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Table 4. Overview of regression results per goods category

Category Description Contents composite 
variable

Relation to aggregated 
GDP growth

Typical 
times cale (s)

SIC 0 Agriculture, fishing  
and forestry

2&3 sized cycles Non-significant positive n/a
4 sized cycles Significant negative n/a

SIC 1 Mining and 
construction

All indicators Significant negative 3-

SIC 2 Light manufacturing 2&3 sized cycles Significant positive 5+
4 sized cycles Significant negative n/a

SIC 3 Heavy manufacturing All indicators Significant positive 7+
SIC 4 Infrastructure and 

communication
Value of cycles Significant negative 9-
Number of cycles Significant positive 9+

SIC 5 Retail and wholesale 
trade

All indicators Non-significant positive n/a

SIC 6 Services (financial) All indicators Non-significant 2(+), 13(–)
SIC 7 Services (personal  

and business)
All indicators Significant positive 2+

SIC 8 Services (other) 2&3 sized cycles Significant positive 3+ and 9+
4 sized cycles Significant negative 9–

SIC 9 Public administration All indicators Significant positive 7+

Notes: significance at the 0.05 level for a number of years. Timescale indicates extremes in the relation 
of the variable with aggregate GDP growth. + is a positive maximum and – is a negative minimum. 
When no clear extreme was observed, this is denoted by n/a.

The categories with the strongest relation between their respective autocatalytic trade 
cycles and GDP growth were manufacturing, transport and governmental services. 
Therefore, it seems that industries, where large capital investments need to be made, 
profit more from autocatalytic trade cycles than industries without those requirements. 
This does not fully correspond to hypothesis (iii.2). However, since the goods categories 
were fairly broad, this warrants further investigation.

3.4. Hypothesis (iv): the optimal length of an autocatalytic trade cycle
Hypothesis (iv) states that there is an optimal size of an autocatalytic trade cycle and 
that this optimal length probably varies for different categories of goods.
The optimal length of an autocatalytic trade cycle was hard to verify since the lengths 
of autocatalytic trade cycles are highly correlated (Table 3). However, for a number 
of distinct categories of goods there was a comparison possible between 2&3 sized 
autocatalytic trade cycles, on the one hand, and 4 sized autocatalytic trade cycles, on 
the other hand. 
These categories were SIC 0, SIC 2, SIC 8 and the overall trade between countries. 
The variables representing 2&3 sized autocatalytic trade cycles were consistently posi-
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tively related to GDP growth, while the variables representing 4 sized autocatalytic 
trade cycles were consistently negatively related to GDP growth. Therefore, for these 
categories the optimal length of autocatalytic trade cycles is either 2 or 3. The results 
from hypothesis (ii) indicate that this optimal autocatalytic trade cycle length is more 
likely to be 3 than 2.
For the other categories this optimal autocatalytic trade cycle length is probably larger 
than 3. However, this is hard to test for since it was impossible to test for larger au-
tocatalytic trade cycles. Thus, it is plausible that an optimal autocatalytic trade cycle 
length exists and that this is different for different categories. Therefore, hypothesis (iv) 
is validated.

4. General policy recommendations

This section will serve as a bridge between the hypotheses dealing with the effects of 
autocatalytic trade cycles, and the implementation of these results. 
A number of different policies can be implemented to benefit from the effects of au-
tocatalytic trade cycles, as discussed in Section 3. They can be either to change the 
composition of the economy into more profitable sectors for autocatalytic trade cycles, 
or to promote the strengthening of already existing autocatalytic trade cycles. The dif-
ferent measures shall be better discussed.

4.1. Changing the composition of the economy
Results in Section 3 show that generally being a part of an autocatalytic trade cycle is 
beneficial for growth. Indeed, Section 3.3 describes how different goods have differ-
ent effects. The largest effects were registered in manufacturing, both light and heavy, 
infrastructure, personal services and (semi-) public goods. However, the effects had 
often mixed components. This was the case in light manufacturing, infrastructure and 
semi public goods (SIC 8). Thus, the effects are reduced in these sectors. That leaves 
heavy manufacturing, services and the governmental sector. Since the governmental 
sector is hardly associated with export/import, and this relation does not seem to be 
caused by a direct effect, heavy manufacturing and services are the sectors that can 
be promoted. 
This selection of sectors leaves two different policies with two different effects. For a 
sustained long term effect it is better to support heavy manufacturing, which will result 
in a growth that maximizes about 7 years later but will make effects relatively early and 
constant. For a more direct effect, it is better to support the services industry, which has 
a maximum effect in 2 years, but this effect will dissipate quite soon.
It has to be noted that heavy manufacturing requires strong investments in capital and, 
since this has a lag in itself, results may take a long time to be visible. However, the 
development of a services industry should not be taken lightly since it will require a 
significant investment in human capital, which could take a long time to accumulate 
as well.
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4.2. Changing regulations with respect to trade
Open economies will be more likely to be part of autocatalytic trade cycles. However, 
this paper is related more to the structure of trade flows rather than to the openness of 
economies (see Section 2.1). Hence, just being more open does not mean that autocata-
lytic trade cycles are automatically beneficial. However, it is important to be open in 
sectors in which these autocatalytic trade cycles are present. The sectors that are most 
likely to contribute to economic growth are heavy manufacturing and services (see 
Section 4.1). This does not mean that opening the economy for other sectors is wrong. 
The autocatalytic process described in the introduction could work in any industry. This 
process will probably function better when the goods are more innovative. This was 
tested with hypothesis (iii.2), but since the tested categories were too broad, this could 
not be fully verified. This reasoning suggests that a country should focus to be open in 
industries that are innovative and that can profit from international cooperation.

Making the economy more open can be done by reducing trade barriers on both the 
export and the import sides of a sector. Foreign entities often have the possibility to add 
more innovation to goods than domestic industries. However, this openness should not 
destroy the domestic industry, for without it the capacity to adapt to foreign innovations, 
or adoptive capacity (Arrow 1969), will be reduced.

4.3. Forging trade connections
Results of Section 3 suggest that forming autocatalytic trade cycles is beneficial for eco-
nomic growth. This is mainly true for small sized cycles. Thus, a possibility to involve 
foreign policy presents itself.

Foreign policy can aid the forming of autocatalytic trade cycles by promoting domestic 
goods and services in other countries. This can create innovation and thereby economic 
growth back home as was indicated by Saviotti and Frenken (2008) and Silva et al. 
(2013). But not only the export side should be facilitated; promoting the internal market 
to foreign companies could also be a worthwhile endeavour. The research by Bayoumi 
et al. (1999); Coe and Helpman (1995) indicates that trade imports support imitation 
and domestic innovation. This is especially true when foreign companies start adapting 
their products and services to the internal market, thereby contributing their own inno-
vations to domestic goods. When the trade connection is formed through both imports 
and exports, it can lead to the creation of autocatalytic trade cycles.

Industrial policy can also aid forming new autocatalytic trade cycles: industries should 
be more focused towards markets from which the policy-maker knows he/she can learn 
and which will return the business directly or indirectly. Also cooperation with import-
ing and exporting firms abroad can help to start new autocatalytic trade cycles. This 
creation would occur in a similar but more direct way than the process in this paragraph.

4.4. Making existing autocatalytic trade cycles more autocatalytic
Existing autocatalytic trade cycles can also be made more autocatalytic by providing 
facilities for trading companies to discuss changes and problems with their suppliers 
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and customers in other countries. The more problems and solutions can be diffused the 
more ideas and more innovation can be created (Thompson 1965). Making autocata-
lytic trade cycles more autocatalytic can be done by directly bringing suppliers, firms 
and clients more in touch with each other. Firms often have too little an idea of whom 
they are dealing with, and can profit more by sharing common problems (Dyer 1996). 
The government can facilitate these gatherings by promoting factory visits by foreign-
ers, and by promoting visits abroad. It also should provide a service to analyse where 
problems and miscommunication between international partners persist since cultural 
and language differences can make these trade cycles less autocatalytic (Getler 1995).

This should also include future customers, suppliers and domestic firms. However, this 
procedure may not be an easy task since most of the information related to innovation 
is often proprietary, a trade secret or patented. Thus, firms will be often reluctant to co-
operate to a full extent to an open sharing of information, unless there is a large degree 
of trust between the sharing firms (Kale et al. 2000).

The solution can be the creation of a forum in which trade problems can be discussed, 
presenting opportunities for companies to innovate without giving away too much in-
formation. The more open this forum is, the more players can inform themselves and 
either present solutions or innovate to supply better goods. Furthermore, an open ex-
change can produce trust so that firms are willing to share more information. Hence, 
all players will benefit.

Conclusions

In this paper the effects and implications of autocatalytic trade cycles have been dis-
cussed. Autocatalytic trade cycles are cycles that are conducive to innovation for the 
countries involved. The literature on innovation suggested that autocatalytic trade cycles 
could be formed by countries in an trade cycle. Since innovation translates into eco-
nomic growth, autocatalytic trade cycles should be an indicator for this growth.

For these research questions several hypotheses were formed. These hypotheses were 
tested with UN trade data over the period 1962–2000, obtained via the NBER. This 
data was filtered using an approach which worked by selecting trade flows. This meant 
that the selection process was blind to the total openness of a country, which allowed 
looking more into the effects of the structure of the trade network.

The above methodology allowed the construction of indicators which represented the 
value and number of three different sized autocatalytic trade cycles. One or two vari-
ables were formed from these indicators, dependent on the results of a factor analysis. 
These variables were then be used to test the hypotheses. It was confirmed that the 
first variable from the autocatalytic trade cycles in the general trade network correlated 
significant and positively with GDP growth. The second variable was mostly negative 
but insignificant. This confirmed the hypothesis that autocatalytic trade cycles correlate 
positively with GDP growth.
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The second hypothesis was that trade flows that are being a part of more autocatalytic 
trade cycles are bigger than trade flows that are part of less autocatalytic trade cycles. 
The trade flows that were used to test this were all part of at least one autocatalytic trade 
cycle. The results of the linear regression showed that only being a part of more 3 sized 
trade cycles was significantly positive related to the size of a trade flow. Being part of 
a 4 sized cycle was found to be significantly negative related to this size.

Results confirmed that the effects of autocatalytic trade cycles differ significantly for 
different categories of goods. Three goods categories showed a significant positive rela-
tion with GDP growth: heavy manufacturing, personal services and public administra-
tion. Another three categories had one variable out of the two that related positively 
and significantly to GDP growth: light manufacturing, infrastructure and another section 
of services. The testing of the second part of the hypothesis was less conclusive: It 
was likely, but not certain that more innovative categories of goods would profit more 
from autocatalytic trade cycles. The categories of goods were too broad to confirm this 
hypothesis.

The fourth hypothesis could also be validated with the help of the results from test-
ing hypotheses (ii) and (iii). It was confirmed that an optimal autocatalytic trade cycle 
length probably existed and that, for most categories of goods, this optimal length was 
likely to be 3. A general policy recommendations could be made: among others, more 
direct cooperation with foreign governments, as well as opening certain markets for 
trade.
This paper has shown in general that autocatalytic trade cycles are having a significant 
effect on economic growth, thereby answering the main research question.
However, a central issue with variables related to the total trade network is that param-
eters of single countries are always externally affected by actions of other countries. 
Thus, it is impossible to completely separate the measures on ego networks from the 
total network configuration, even when strict requirements on average path length are 
being fulfilled. Another consideration, which is related to the study of countries over 
the years, is that these countries are interconnected on several other parameters. This 
means that the success or failure of economic policy needs to be always seen as being 
partially dependent on the success and failures of others. This is true in times of global 
recessions and global economic booms.
Next to these general considerations a more specific issue was encountered when re-
viewing the indicators of autocatalytic trade cycles. This review yielded often two vari-
ables: One significantly positive associated with GDP growth; and one significantly 
negatively associated with GDP growth. While it was expected to see a divergence in 
the effect of differently sized autocatalytic trade cycles as hypothesis (iv) indicated, the 
negative association with GDP growth was unexpected. This indicates that autocatalytic 
trade cycles have negative effects on GDP growth. An explanation for this is that longer 
autocatalytic trade cycles bring more competition, while not contributing as much to 
local innovation. 

J. J. Bakker et al. The effects of autocatalytic trade cycles on economic growth



505

Future work could focus on better understanding the effects of autocatalytic trade cycles 
and producing more tailored advice. As the results from hypotheses (iii.2) and (iv) have 
shown, the categories of goods are still very broad and it would be important to know if 
the results still hold on a more detailed level. Furthermore, the effects of autocatalytic 
trade cycles, and that of different goods, may differ on a variety of parameters of the 
countries involved. For example: the development level, the amount of human capital, 
the types of industrial activities, and the geographical location of the country. Another 
aspect that is worth looking into is what the effects are of different partners of the au-
tocatalytic trade cycles.
Also, it would be important to see how autocatalytic trade cycles influence other vari-
ables besides GDP growth, such as the human development index, employment or one 
of the several innovation variables. Autocatalytic cycles can also occur within the bor-
ders of a single nation, especially when this nation has a large differentiated economy 
(e.g. the USA). A research on the effects of autocatalytic trade cycles between different 
sectors within an economy could help to understand better the effects of autocatalytic 
trade cycles, because it reduces the effects of culture, language and geography in these 
cycles. It would be interesting to see the relationship between the optimal length of an 
autocatalytic trade cycle and these three parameters. From a policy perspective it would 
also be interesting to see if autocatalytic trade cycles could be used in the same way 
as exports are used in Hidalgo et al. (2007). This means that the presence of a country 
in an autocatalytic trade cycle could be an important indicator for the industry of that 
particular country. Finally, it is relevant to understand that this research has been un-
dertaken on a macro scale. The precise workings of autocatalytic trade cycles are still 
unknown. It would be important to understand under what conditions these cycles form 
and which actors are involved.
In conclusion, to the best of our knowledge, this paper is the first one to discuss the 
effects and implications of autocatalytic trade cycles. It is interesting to see that a vari-
able, like autocatalytic trade cycles, has such a relation with GDP growth. This is even 
more interesting since there is no a priori reason for the effects observed, other than 
the autocatalytic trade cycle argument provided in this paper. The results also provide a 
further insight in the ways that innovation is operating. This highlights the importance 
on studying and using innovation to improve economic growth and to improve the gen-
eral welfare of societies. It would therefore be a worthwhile endeavour to research this 
subject in depth, using the results of this subfield to improve the welfare of our societies.
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