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Abstract. Groups are generally considered to be more effective as compared to single 
individuals. The practical implementation of Operation Research methods in group ne-
gotiations needs simple contexts and clear cause-and-effect relationships easily discern-
ible by everyone. This paper proposes a multi-criteria group decision-making approach 
allowing decision makers/experts involved in a negotiation process to better express and 
defend their preferences in the selection of the best alternative. In the proposed approach, 
the most appropriate alternative is the alternative with the largest number of appearances 
in the first position or in ranking lists, or the one determined based on negotiations of 
decision makers/experts. The proposed ARCAS approach is based on the use of the ARAS 
method, a new normalization procedure, and the SWARA method. In the proposed ap-
proach, each decision maker/expert involved in evaluation has an opportunity to set the 
preferred level of rating for each criterion used in such evaluation. Finally, a case study 
is presented in order to highlight the proposed approach. The obtained results confirm the 
usability and efficiency of the proposed approach.
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Introduction

Compromise, negotiation and group decision theories have considerably developed in 
the 1970s and the 1980s (Munier, Shakun 1988). Raiffa et al. (2002) analysed the com-
plex phenomenon of the following four collaborative decision-making and synthesized 
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approaches: decision analysis, behavioural decision making, game theory and negotia-
tion analysis. Many researchers concentrate on either one or two of these approaches 
and ignore the other two. The multi-party GDM (Group Decision Making) and negotia-
tion processes typically fall into one of the two classes (Chen et al. 2012): a problem 
in which two or more independent, concerned parties must make a joint decision, and a 
problem in which such parties may make a joint decision or may choose to make no de-
cision at all. Most group decision support system tools for choosing from a given set of 
alternatives involve voting techniques or multi-attribute utility function models. Under 
multi-criteria, the GDM includes such fields as preference analysis, utility theory, social 
choice theory, committee decision theory, the theory of voting, game theory, expert 
evaluation analysis, the aggregation of qualitative factors, economic equilibrium theory, 
etc. (Hwang, Lin 1987). Therefore, multi-criteria decision methods are increasingly used 
in this context (Ishizaka, Nemery 2013). Greco et al. (2010) defined multi-criteria deci-
sion making (MCDM) as the study of the methods and procedures by which concerns 
about multiple conflicting criteria can be formally incorporated into the management 
planning process. Since 1950s and 1960s, when the foundations of modern MCDM 
methods were laid, many researchers have devoted their time to the development of 
new MCDM models and techniques (Zavadskas et al. 2014a). A comparative overview 
of MCDM methods, as well as their usage, was considered by Stanujkic et al. (2013a) 
and Zavadskas et al. (2014a). MCDM has been used to an incredible extent over the last 
several decades; the development in the field has accelerated and now seems to continue 
to grow exponentially. Its role in different application areas has significantly increased, 
especially as new methods have been developed and old methods have been improved. 
The majority of real-world negotiation problems are unique and considerably more com-
plex than the example decisions discussed in the MCDM theory. In multi-criteria GDM 
(MCGDM), multiple persons are involved. Moving from the single decision-maker to 
the multiple decision-maker setting introduces a great deal of complexity into analysis 
(Hwang, Lin 1987), as well as conflict resolving among the members of a group, mak-
ing a consensus, and the aggregation of personal preferences and/or ratings into overall 
group ratings. Roszkowska and Wachowicz (2014) indicate that MCDM methods can 
be very useful in such cases. Managers are faced with the problem of a wide variety of 
tools (not a lack of appropriate tools) – the inclusion of MCDM methods can be used 
for the decisions made under high degrees of uncertainty. The sheer variety, however, 
can be overwhelming without clear guidance on when to use one tool or a combination 
of tools over another. 
The Analytic Hierarchy Process (AHP) method is one of the most used to solve MCGDM 
problems. With group judgments in the context of the AHP, one would hope for a broad 
consensus among decision makers. Altuzarra et al. (2007) proposed a new prioritisation 
Bayesian analysis procedure for AHP-GDM: the aggregation of individual judgements 
and the aggregation of individual priorities. Bernasconi et al. (2014) focussed on the 
empirical properties of the group preference aggregation methods in the AHP.
In addition to applying single MCDM methods to real-world decisions, the progression 
of technology over the past couple of decades has allowed for more complex decision 
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analysis methods to develop. This experimentation with combined MCDM methods has 
provided a whole new approach to decision analysis.
Chu et al. (2007) study the aims to obtain the anticipated achievements of groups 
through conducting a group-decision comparison. The three multiple-criteria decision-
making methods used – namely Simple Average Weight, TOPSIS, and VIKOR (Opri-
covic 1998) – are based on the aggregating function representing “closeness to the 
ideal point”. Both the TOPSIS and VIKOR (Ju, Wang 2013) methods are suitable for 
assessing similar problems, provide excellent results close to reality and grant a superior 
analysis.
Considering the relative agreement degrees and the importance of the weights of mul-
tiple decision makers, Chen (2015) presented a modified hybrid averaging method with 
an inclusion-based ordered weighted averaging operation for forming a collective deci-
sion environment. He developed an extended TOPSIS method with an inclusion com-
parison approach for addressing MCGDM problems in the framework of interval-valued 
intuitionistic fuzzy sets.
The Simple Additive Weighting (SAW) method is the common aggregation method of 
multi-attribute utility theory for group decisions (Huang et al. 2013).
Wachowicz and Błaszczyk (2013) modified the TOPSIS algorithm in order to make it 
applicable to negotiation support. They used TOPSIS for a negotiation problem with a 
continuous negotiation space, for selecting the distance measure for the adequate rep-
resentation of the negotiator’s preferences and for measuring distances for qualitative 
issues.
Ondrus et al. (2015) demonstrated the design and use of a foresight support system 
(FSS) combining two MCDM methods: ELECTRE (Roy 1991) and SAW.
Montajabiha (2016) presented a model based on PROMETHEE (Brans, Vincke 1985) 
in order to solve complex MCGDM problems. He proposed a new version of the PRO-
METHEE II, aiming at solving MCGDM problems. IFSs are used in order to assess the 
weights of all criteria and the ratings of each alternative with respect to each criterion.
The use of the mean values of criteria weights and performance ratings, obtained from 
the respondents involved in an evaluation, can be identified as a common approach, 
used in many integrations of MCDM methods and GDM techniques, for determining 
the overall performance ratings of the considered alternatives.
Zavadskas and Turskis (2010) proposed an innovative approach, under the name of the 
Additive Ratio Assessment (ARAS) method that introduces a virtual alternative, whose 
ratings can be used to express the decision-maker’s preferences for the desired perfor-
mances of the criteria. Stanujkic et al. (2013b) proposed a new multi-criteria ranking 
procedure, based on the distance from the decision-maker’s preferences, in which the 
decision-maker was asked to define the preferred performance for each criterion. Sta-
nujkic and Zavadskas (2015) also proposed an extension of the Weighted Sum Method, 
adapted so as to take into account the decision-maker’s preferences for the preferred rat-
ings of the criteria. Finally, Keršulienė et al. (2010) proposed a new effective Step-Wise 
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Weight Assessment Ratio Analysis (SWARA) technique, which allows decision-makers 
to effectively determine the weighting of evaluation criteria, simultaneously proposing 
new dispute resolution methods from the economic, social and other points of view.
Based on the above-mentioned methods, approaches and techniques, an approach that 
should allow the decision-makers/experts involved in an evaluation to better express and 
defend their preferences is proposed in this manuscript. In the proposed approach, the 
most appropriate alternative is the alternative that has the largest number of appearances 
in the first position or ranking lists, or is the one determined on the basis of decision-
makers’/experts’ negotiations.
Therefore, this manuscript is organized as follows: Section 1 presents the SWARA 
method and Section 2 presents the ARAS method. The new normalization procedure, 
proposed by Stanujkic and Zavadskas (2015), is discussed in Section 3, whereas Section 
4 presents the ARCAS method adapted for negotiation, and the framework for evaluat-
ing the alternatives based on the use of the SWARA and the adapted ARAS methods is 
presented in Section 5. In Section 6, a case study is considered in order to present the 
applicability and effectives of the proposed ARCAS method. The conclusions are given 
in the final section.

1. SWARA method

As previously stated, the SWARA method was proposed by Keršulienė et al. (2010). 
Despite the fact that the SWARA is a newly-proposed method, it is successfully used 
for determining the weights of evaluation criteria in many MCDM problems. Of many 
examples, only a few are mentioned here, such as rational dispute resolution (Keršulienė 
et al. 2010), the architect selection (Keršulienė, Turskis 2011), the packaging design 
selection (Stanujkic et al. 2015), and the personnel selection (Karabasevic et al. 2015).
Compared to the well-known AHP method, proposed by Saaty (1980), the SWARA 
method requires a significantly lower number of pairwise comparisons. The first stage 
of the SWARA method (the expert judgment method – the democratic stage) ranks cri-
teria according to their respective importance. The voting procedures are based on the 
premise of decision problems to be solved by collectives within the fixed procedures of 
democratic systems (Ossadnik et al. 2016). Often, the use of voting procedures is found 
as one of the fundamental principles to solve collective decision problems in group 
decision and negotiation literature. At the next stage, the members of the expert group 
team must be consistent with the ranking order determined at the first stage (consistent 
with the group decision). On this basis, the SWARA method is recommended as more 
effective in many cases when experienced decision-makers are familiar with MCDM 
and/or when experts determine the weights of criteria.
The process of determining criteria weights by using the SWARA method is a step-wise 
procedure:
Step 1. Rank the criteria in descending order, based on their expected importance (the 
expert judgment method – the democratic stage).
Step 2. (The following stages are autocratic stages). Start from the second criterion 
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and express the relative importance of the criterion j in relation to the previous j – 1 
criterion, and do so for each particular criterion. The ratio called the Comparative Im-
portance of the Average Value sj (Kersuliene et al. 2010).
Step 3. Determine the coefficient kj:
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where wj denotes the relative weight of the criterion j.

2. ARAS method

When defining the best solution, stakeholders may ask the negotiator to define his as-
piration and reservation levels in a form of complete packages comprised of the option 
values, which will be used in order to define the negotiation space for each criterion (the 
range of feasible values) (Wachowicz, Błaszczyk 2013). Zavadskas and Turskis (2010) 
introduced the ARAS method. Nevertheless, the ARAS method is applied so as to solve 
a number of MCDM problems. In order to enable the use of the ARAS method for 
solving a much larger number of real-world decision-making problems, grey and fuzzy 
extensions are also proposed: the ARAS-G (Turskis, Zavadskas 2010b), the ARAS-F 
(Turskis, Zavadskas 2010a), and the IVTFN extensions (Stanujkic 2015).
Some applications of the ARAS method are listed: the waste dump site selection (Shari-
ati et al. 2014), selecting criteria for building a sustainability assessment (Medineckiene 
et al. 2015), the evaluation of the existing state of buildings and comparing them with 
the optimal alternative, which is equal to Nearly Zero-Energy Buildings (Zavadskas 
et al. 2017), and so on.
The process of solving decision-making problems by using the ARAS method (the 
ARAS method is very close to the AHP additive form, to the SAW method (MacCrim-
mon 1968) and some ideas taken from the TOPSIS method (Hwang, Yoon 1981) start 
by forming a decision matrix. The remaining computational procedure of the ARAS 
method can be expressed by the following six steps:
Step 1. Determine the optimal performance rating for each criterion and form the ideal 
alternative A0 = {x01, x02, ..., x0n}, whose elements are the optimal ratings of the criteria:
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where x0j denotes the optimal rating of the criterion j, xij denotes the rating of the al-
ternative i with respect to the criterion j, Wmax and Wmin denote the set of the benefit 
criteria (the optimisation direction is maximum) and the cost criteria (the optimisation 
direction is minimum), respectively; i denotes the number of the alternatives; i = 1, ... , 
m. j denotes the number of the criteria; j = 1 ,... , n.
Step 2. Calculating the normalised ratings rij as follows:
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Step 3. Calculating the weighted normalised ratings as follows:

  ,=ij j ijv w r  (6)

where vij denotes the weighted normalised rating of the alternative i in relation to the 
criterion j. 
Step 4. Calculating the overall performance rating, for each alternative as follows:
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where Si denotes the overall performance rating of the alternative i. 
Step 5. Calculate the degree of utility for each alternative as follows:
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where Qi denotes the degree of the utility of the alternative i, and S0 is the overall per-
formance index of the optimal alternative.
Step 6. Rank the considered alternatives by ascending Qi (the alternative is with the 
largest value of Qi).
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3. Normalization procedure based on distances  
from the decision-maker’s preferences

Based on Weitendorf (1976) and Juttler (1966), Stanujkic et al. (2013b) proposed a new 
normalization procedure based on the distance from the preferred ratings, which to a 
greater extent respects the decision-maker’s preferences, as follows:
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rating of the alternative i with respect to the criterion j, +
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and the smallest performance rating of the criterion j, respectively, Wmax and Wmin are 
the set of the benefit criteria (maximization criteria) and the cost criteria (minimization 
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Further, Stanujkic and Zavadskas (2015) proposed a much more concise form of Eqs 
(9) and (10), as follows:
 0

+ −

−
=

−
ij j

ij
j j

x x
r

x x
, (11)

where:

 
max

min

max ;

min ;
+

∈Ω
=  ∈Ω

ij
i

j
iji

x j
x

x j
, (12)

 
min

max

min ;

max ;
−

∈Ω
=  ∈Ω

iji
j

ij
i

x j
x

x j
, (13)

and x0j denotes the optimal rating of the criterion j. 
By using Eq. (11), the normalized rating of the alternative i in relation to the criterion 
j is:

– positive, rij > 0; if the rating xij is higher than the preferred one,
– equal to zero, rij = 0; if the rating xij is equal to the preferred one, and
– negative, rij < 0; if the rating xij is lower than the preferred one. 

On the basis of the use of that normalization procedure, Stanujkic and Zavadskas (2015) 
also proposed some additional parameters, which can be very useful in different analy-
ses and negotiation processes, such as: 

– the largest weighted normalized deviation in the desired direction max+
id and the 

largest weighted normalized deviation in the undesired direction max−
id of the al-

ternative i, 
– the number of the criteria according to which the alternative i achieves 0

in or ex-
ceeds +

in  performance ratings, and 
– 

+
iS  denotes the average weighted normalized ratings achieved on the basis of the 

criteria, so that rij > 0.
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The values of additional parameters can be determined as follows:
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The above-mentioned parameters and their usage are considered in much more detail in 
Stanujkic and Zavadskas (2015), where they also proposed the usage of the compensa-
tion coefficient ci and the adjusted overall performance rating Si, as follows:

 max (1 ) ,+ += λ + − λi i ic d S  (17)

    ,′ = − γi i iS S c  (18)

where l is the coefficients; l ∈ [0, 1] and is usually set at 0.5, g is the coefficient; g ∈ [0, 
1], ci > 0 and Si > 0.
The proposed compensation coefficient should provide adequate ratios, or to be more 
precise, such that would be acceptable for the decision-maker, ranging between the 
greatest possible value of Si and that which better matches the preferred performance 
ratings.

4. ARCAS method adapted for negotiation

A good MCDM model should allow decision-makers to establish the criteria of relevant 
preference formats. In order to structure discussions and analyses, the group generally 
recourses to techniques such as Delphi (Linstone, Turoff 1975), the focus group and 
Estimate-Talk-Estimate. In the proposed adoption of the ARAS method (ARCAS (Addi-
tive Ratio Compromise ASsessment)), the following two modifications should be made:

– normalization should be performed by using Eq. (11) instead of Eq. (5);
– as a result of that, the overall performance ratings of the alternatives may have 

values ranging between –1 and 1, instead of those ranging between 0 and 1 in the 
original version of the ARAS method, for which reason the ranking of the alterna-
tives should be performed on the basis of Si instead of Qi.

Based on the above, the computational procedure of the ARCAS method, adapted 
ARAS methods, can be presented as follows (Fig. 1).
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5. Integrated ARCAS group MCDM framework based  
on the SWARA and the adapted ARAS methods

The selection of a proper problem solution strategy is of major importance, as practice 
is intrinsically collaborative, within knowledge-rich and multi-functional working en-
vironments (Peldschus et al. 2010). The proposed ARCAS framework is based on the 
use of the SWARA and the adapted ARAS methods, and can accurately be expressed 
through the following phases and corresponding steps:

Fig. 1. Algorithm of the ARCAS framework
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Phase I Form a group of experts, who will carry out the evaluation and determine a 
set of available alternatives.
Phase II Determine the set of the evaluation criteria, the relevance and weights of the 
evaluation criteria.
Step 2.1. Determine the set of the evaluation criteria. In this step, the experts determine 
a set of the evaluation criteria.
Step 2.2. Set the desired level of rating for each evaluation criterion. After defining 
the set of the evaluation criteria, each expert and/or decision-maker defines the desired 
level of ratings for each single selected criterion by applying the ratings in the interval 
1–7. The meanings of these ratings are shown in Table 1.

Table 1. Ratings for evaluating criteria

Ratings Meaning
1 Very Low
2 Low
3 Medium Low
4 Medium
5 Medium High
6 High
7 Very High

Step 2.3. Determine the relevance of the evaluation criteria. The relevance of the evalu-
ation criteria, as well as their ranking order, sorted by relevance, can be determined as 
follows:

 1 ,==
∑
K

k
j

k
j

q
o

K
 (19)

where oj denotes the relative relevance of the criterion j, k
jq  denotes the ratings of the 

criterion j obtained from the expert k, and K is the number of the experts.
After that, the criteria are sorted based on their oj in descending order and the obtained 
ranking order is further used in the SWARA method.
Step 2.4. Determine the weights of the evaluation criteria. In this step, by applying 
the SWARA method, the experts and/or the decision-maker involved in the evaluation 
determine the weights of the evaluation criteria.
By doing so, each expert and/or decision-maker determines his/her own weight of the 
criteria.
Phase III Evaluation of Alternatives. 
Step 3.1. Evaluate the alternatives in relation to the selected set of criteria. In this step, 
by applying the ratings in the interval 1–7, the experts and/or the decision-maker per-
form the evaluation of the alternatives in relation to the selected criteria. The meanings 
of the ratings used for evaluating the alternatives are accounted for in Table 2.
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Table 2. Ratings for evaluating alternatives

Ratings Meaning
1 Very Poor
2 Poor
3 Medium Poor
4 Fair
5 Medium Good
6 Good
7 Very Good

Step 4. Determine the overall performance rating for each alternative. In this step, by 
applying the ARCAS method, each expert and/or decision-maker involved in the evalu-
ation determines his/her own overall ratings for the considered alternatives.
Contrary to traditional approaches, which are most commonly based on the ranking 
based on average values, in the proposed approach each expert has formed his/her own 
ranking order of the alternatives.
Phase IV Negotiation and selection of the most appropriate alternative.
As a result of performing Phase II of the proposed approach, the K ranking orders of 
the alternatives are obtained.
In the particular cases, when an alternative is the best placed of all in the ranking lists, 
it is not difficult to choose the most appropriate alternative.
However, in many cases of solving real-world decision-making problems, experts can 
be expected to propose different ranking orders, as well as different alternatives, as the 
most appropriate ones. By using the Delphi technique experts can resolve their differ-
ences in opinions through one or more iterations and reach a compromise as a result 
of negotiations:

– change their attitudes regarding the initial preferred ratings and/or weights of the 
criteria, and make a re-determination of Si and the ranking orders,

– change the ranking orders of the alternatives based on the additional parameters 
and their perceptions, and

– change the ranking order of the alternatives based on ′iS  values in cases when more 
than one has the Si value greater than zero.

6. Case study

In this section, the usage of the proposed ARCAS approach is demonstrated on a real 
case of the sales personnel selection. MaxMobil Telecommunications Company needs 
sales personnel for its branch office in the interior of the country. A team of three experts 
in the field of human resource management has been formed with the aim of carrying 
out an evaluation of the candidates.
At the beginning of the evaluation, the team of experts define a set of evaluation criteria. 
In this case, the team of experts have chosen the following criteria:

– Work experience (C1),
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– Oral communication skills (C2),
– Academic degree (C3),
– Analytical thinking (C4),
– Working on a team (C5),
– Computer skills (C6), and
– Fluency in foreign languages (C7).

After that, the experts set the preferred rating levels for each evaluation criterion. The 
preferred ratings obtained from the three experts are shown in Table 3.

Table 3. The preferred ratings (PR) of evaluation criteria

Criteria C1 C2 C3 C4 C5 C6 C7

E1 6 6 4 5 4 4 3

E2 5 4 5 4 3 3 3

E3 5 5 4 4 4 4 4

Relevance 5.33 5.00 4.33 4.33 3.67 3.67 3.33

The relevance of the evaluation criteria, determined by Eq. (19), is also accounted for 
in Table 3.
The next step in this phase is the determination of the weights of the criteria, wherein 
each expert determines his/her own weight by using the SWARA method. The weights 
of the criteria obtained from the three experts are given in Tables 4, 5, 6 and 7. 
In the next phase, Phase III, the experts have done an evaluation of the alternatives in 
relation to the set of the evaluation criteria. The obtained ratings, as well as the weights 
and preferred ratings obtained from the three experts, are presented in Tables 8, 9  
and 10.
The normalized decision matrix and the weighted normalized decision matrix formed 
on the basis of the responses obtained from the first of the three experts are shown in 
Tables 11 and 12.

Table 4. The responses obtained from the 
first of the three experts and the weights  

of the criteria

Criteria sj kj qj wj

C1 1 1.00 0.25
C2 0.25 1.25 0.80 0.20
C3 0.1 1.1 0.73 0.18
C4 0.3 1.3 0.56 0.14
C5 0.2 1.2 0.47 0.12
C6 0.5 1.5 0.31 0.08
C7 0.8 1.8 0.17 0.04

  4.04 1.00

Table 5. The responses obtained from the 
second of the three experts and the weights 

of the criteria

Criteria sj kj qj wj

C1 1 1.00 0.22
C2 0.15 1.15 0.87 0.20
C3 0.05 1.05 0.83 0.19
C4 0.25 1.25 0.66 0.15
C5 0.3 1.3 0.51 0.11
C6 0.4 1.4 0.36 0.08
C7 0.7 1.7 0.21 0.05

  4.45 1.00
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Table 8. The ratings, weighting and preferred ratings (PR) obtained  
from the first of the three experts

Criteria C1 C2 C3 C4 C5 C6 C7

wj 0.25 0.20 0.18 0.14 0.12 0.08 0.04
PR 6 6 4 5 4 4 3
A1 5 4 6 3 4 3 3
A2 7 4 6 4 4 4 4
A3 4 5 6 3 3 5 5
A4 5 4 5 4 3 6 5

Table 9. The ratings, weighting and preferred (PR) ratings obtained  
from the second of the three experts

Criteria C1 C2 C3 C4 C5 C6 C7

wj 0.22 0.20 0.19 0.15 0.11 0.08 0.05
PR 5 4 5 4 3 3 3
A1 5 4 5 3 3 3 4
A2 6 4 6 2 3 3 4
A3 4 6 6 2 4 3 4
A4 4 5 4 3 4 4 5

Table 10. The ratings, weighting and preferred ratings (PR) obtained  
from the third of the three experts

Criteria C1 C2 C3 C4 C5 C6 C7

wj 0.25 0.20 0.18 0.14 0.12 0.08 0.04
PR 5 5 4 4 4 4 4
A1 6 3 6 4 3 4 2
A2 7 3 5 2 4 4 4
A3 4 5 6 4 4 4 3
A4 5 4 5 3 5 5 5

Table 6. The responses obtained from the 
third of the three experts and the weights 

of the criteria

Criteria sj kj qj wj

C1 1 1.00 0.25
C2 0.25 1.25 0.80 0.20
C3 0.1 1.1 0.73 0.18
C4 0.3 1.3 0.56 0.14
C5 0.2 1.2 0.47 0.12
C6 0.5 1.5 0.31 0.08
C7 0.8 1.8 0.17 0.04

  4.04 1.00

Table 7. The weights of the criteria 
obtained from the three experts

E1 E2 E3

Criteria w1
j w2

j 
w3

j 
C1 0.25 0.22 0.25
C2 0.20 0.20 0.20
C3 0.18 0.19 0.18
C4 0.14 0.15 0.14
C5 0.12 0.11 0.12
C6 0.08 0.08 0.08
C7 0.04 0.05 0.04
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Table 11. The normalized decision matrix based on the responses obtained  
from the first of the three experts

Criteria C1 C2 C3 C4 C5 C6 C7

A1 –0.33 –2.00 2.00 –2.00 0.00 –0.33 0.00
A2 0.33 –2.00 2.00 –1.00 0.00 0.00 0.50
A3 –0.67 –1.00 2.00 –2.00 –1.00 0.33 1.00
A4 –0.33 –2.00 1.00 –1.00 –1.00 0.67 1.00

Table 12. The weighted normalized decision matrix based on the responses obtained  
from the first of the three experts

Criteria C1 C2 C3 C4 C5 C6 C7

A1 –0.08 –0.40 0.36 –0.28 0.00 –0.03 0.00
A2 0.08 –0.40 0.36 –0.14 0.00 0.00 0.02
A3 –0.17 –0.20 0.36 –0.28 –0.12 0.03 0.04
A4 –0.08 –0.40 0.18 –0.14 –0.12 0.05 0.04

In the same way, the normalized decision matrix and the weighted normalized decision 
matrix for the second and the third experts are calculated.
The overall performance ratings of the considered alternatives obtained on the basis of 
the responses of the three experts, the ranking orders and the additional parameters for 
a detailed analysis are given in Tables 13, 14, and 15. 
The overall performance ratings of the considered alternatives obtained from the three 
experts are presented in Table 16.

Table 13. Additional parameters obtained on the basis of the responses  
of the first of the three experts

Si Rank max+
id max−

id 0
in +

in S+

A1 –0.42 3 0.36 –0.40 2 1 0.36
A2 –0.07 1 0.36 –0.40 2 3 0.46
A3 –0.33 2 0.36 –0.28 0 3 0.43
A4 –0.46 4 0.18 –0.40 0 3 0.27

Table 14. Additional parameters obtained on the basis of the responses  
of the second of the three experts

Si Rank max+
id max−

id 0
in +

in S+

A1 –0.10 4 0.05 –0.15 5 1 0.05

A2 –0.04 3 0.11 –0.30 3 3 0.25
A3 0.04 1 0.20 –0.30 1 4 0.45
A4 0.04 2 0.11 –0.15 0 4 0.39
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Table 15. Additional parameters obtained on the basis of the responses  
of the third of the three experts

Si Rank max+
id max−

id 0
in +

in S+

A1 0.16 3 0.36 –0.20 2 2 0.44
A2 0.01 4 0.18 –0.20 3 2 0.35
A3 0.26 1 0.36 –0.08 4 1 0.36
A4 0.16 2 0.18 –0.10 1 4 0.33

Table 16. The overall performance ratings obtained from the three experts

E1 E2 E3
Si Rank Si Rank Si Rank

A1 –0.42 3 –0.10 4 0.16 3
A2 –0.07 1 –0.04 3 0.01 4
A3 –0.33 2 0.041 1 0.26 1
A4 –0.46 4 0.036 2 0.16 2

As can be seen from Table 16, the candidate A3 is twice ranked in the first position, 
on the basis of the opinions of the experts E2 and E3, whereas the candidate A2 is once 
ranked in the first position, on the basis of the opinion of the expert E1.
Based on the above-mentioned, it can be concluded that the candidate A3 is probably 
the most appropriate candidate. In this case, the first of the three experts changed his 
ratings in relation to the criterion 4, in the second iteration after having seen the results 
obtained from the other experts, as is shown in Tables 17, 18 and 19.

Table 17. The ratings and preferred ratings (PR) obtained from the first  
of the three experts in the second iteration

Criteria C1 C2 C3 C4 C5 C6 C7
PR 5 5 4 5 4 4 3
A1 5 4 6 3 4 3 3
A2 7 4 6 4 4 4 4
A3 4 5 6 4 4 5 5
A4 5 4 5 4 3 6 5

Table 18. The weights of the criteria obtained from the first of the three experts  
in the second iteration

Criteria sj kj qj wj
C1 1 1.00 0.24
C2 0.25 1.25 0.80 0.19
C3 0.1 1.1 0.73 0.18
C4 0.3 1.3 0.56 0.14
C5 0.1 1.1 0.51 0.12
C6 0.5 1.5 0.34 0.08
C7 0.8 1.8 0.19 0.05

  4.12 1.00
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Table 19. Additional parameters obtained on the basis of the responses of the first  
of the three experts in the second iteration

Si Rank max+
id max−

id 0
in +

in S+

A1 –0.140 3 0.35 –0.27 3 1 0.35

A2 0.208 2 0.35 –0.19 2 3 0.18

A3 0.209 1 0.35 –0.14 2 3 0.14

A4 –0.176 4 0.18 –0.19 1 3 0.09

After changing the rating of the criterion C4, the alternative A3 has a better matching 
related to the preferred performance ratings and on this basis it becomes the best-ranked 
alternative. In this way, a consensus among the experts is also reached.

Conclusions

In contrast to a number of MCDM approaches proposing an evaluation based on group 
criteria weights and group performance ratings, a specific approach adapted for negotia-
tion is proposed in this manuscript.
In the proposed approach, each expert and/or decision-maker involved in an evaluation 
sets his/her own preferred ratings of the evaluation criteria and makes his/her own rank-
ing list of alternatives. After that, the alternative with the largest number of appearances 
in the first position on such ranking lists is declared the most acceptable one.
In cases when it is difficult to determine the dominance of a certain alternative in rela-
tion to another, the experts and/or decision-makers involved in the evaluation should 
select the most suitable alternative based on their negotiations.
The proposed ARCAS approach is based on the use of the SWARA method and the 
ARAS method, with a new normalization procedure. In this approach, the SWARA 
method is used for determining the weights of the evaluation criteria, whereas the AR-
CAS method is used for evaluating the alternatives and for forming the individual 
ranking order for each expert and/or decision-maker involved in the evaluation. The 
SWARA method was chosen because its usage requires a significantly smaller number 
of pairwise comparisons compared to the well-known AHP method. Furthermore, the 
SWARA method could be more efficient compared to the AHP method when experts 
are involved in evaluation, i.e. determining the weights of criteria.
The ARAS method also has a comprehensive and easy to use computational procedure, 
which is why it was chosen for the evaluation of the alternatives. Using the ARAS 
method with the new normalization procedure allows the forming of a subset containing 
the alternatives whose performance ratings are to a greater extent in accordance with 
the decision-makers’ preferences.
The proposed normalization procedure, adapted for normalization based on preferred 
performance ratings, also provides some significant parameters that can be very useful 
in the negotiation process.
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The ARCAS method can equally be used together with other classical MCDM methods. 
However, a significant superiority of the ARCAS method over the other MCDM meth-
ods could be expected when one or more criterion functions are significantly non-linear. 
Therefore, solving complex decision-making problems based on the participation of a 
larger number of experts and the usage of a smaller number of more complex evaluation 
criteria rather than a significantly larger number of well-defined criteria could be identi-
fied as one of the expected areas of the further usage of the ARCAS method.
The following can be specified as the three main advantages (+) and disadvantages (-) 
of the ARCAS approach:
(+) A larger number of group members contribute many pieces of information to the 
knowledge base, a greater number of alternatives available for solving a problem are 
generated and the personal biases they have introduced due to individual decision-mak-
ing are eliminated. Thus, the solution becomes more reliable as compared to individual 
decisions and increases the quality of the decision.
(-) This is a time-consuming process. When solving very important and crucial prob-
lems, influence groups usually manipulate the group decision by directing it according 
to their own liking and interest, and sometimes decisions made by the group members 
are a compromise between the various options offered by the group members.
(+) The implementation of decisions will be more effective as the people who are going 
to implement them are exactly those who also participated in decision-making and such 
decisions will also be accepted better.
Finally, the considered case study on the selection of the candidates has confirmed the 
applicability of the proposed approach.
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