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ABSTRACT. Description of urban development could be explained like common endeavors of society to 
coordinate economical growth and social progress, to save usage of nonrenewable resources without threat of 
ecological balance. In the light of the attitudes of sustainable development researchers have raised the purpose 
to determine the current situation and possibilities of sustainable development of regions in Lithuania. 

Sustainable urban and regional development is closely related with investment in tangible fixed assets as 
well as direct foreign investment. This paper describes an approach for recognition of investment information 
patterns and the main factors that have a distinct impact on investment. The proposed multivariate data analysis 
strategy allow to evaluate, forecast and establish the favorable conditions for investment and develop the 
strategies for cohesive development of regions. 

In this article we present the application of the model using a database of economic and social development 
of regions in Lithuania. Our approach effectively recovers the structure of investment and enables forecasting. 
The capability to evaluate measurable features, identify the main features, and quantify their relationship with 
number of investments in space and time makes this approach applicable for decision support system and for 
creating range system for evaluation potency of the towns and regions. 

KEYWORDS: Sustainable development; Multidimensional statistical methods; Significant factors; Regional 
planning 

1. INTRODUCTION 

The main aim of sustainable urban development 
is to mach up economical growth of the town 
progress, focusing on a more prudent consumption of 
natural resources, keeping the ecological balance as 
well as ensuring favorable living conditions for 
generations to come. UN Commission (Chief-
G.H.Brundtland) emphasized that sustainable 
development should be based on not only the co-
ordination of environmental and economical 
concerns, but it must 

also ensure social justice inside the state and within 
international relation as well. However, the poverty 
is one of he most important obstacles while 
implementing sustainable development 16J. 
Sustainability is not a digital balance among all 
three aspects of the conception, their objectives and 
needs, although it is necessary to co-ordinate them 
and set prerequisites in order to implement the 
conception 18]. The most important features and 
requirements of towns and regions sustainable 
development were summarized in Agenda 21 [1]. 
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The conception of sustainable development includes 
the way to mach two different and sometimes 
contradictory attitudes: "development-progress-
grows" and "stability-security-environment" [8]. The 
problems of Lithuanian regions and towns go 
together with the sub-sequences that impact on social 
life of the town when some of the towns or regions 
degrade, while other economical processes lead the 
towns towards stagnation and they become 
unattractive for investments 14, 11 J. Some 
depression regions emerge even regarding the 
territory of Lithuania. In addition, EU directives 
constantly highlight the importance of the regions 
and their equal development. During the last thirteen 
years uneven development was increasing. In 
general, the objective of sustainable development is 
to protect and improve quality of life. Preventive and 
needs management methods have a global influence 
on sustai-nability. The altered space of economy 
stimulated by globalization seems to support the 
political goals of spatial development outside core 
regions of Europe. A geographical theory of the 
economy of space presents the idea of guiding 
development by special policy measures [9]. The 
ESDP and VASAB 2010 are perspectives for special 
development in Baltic Sea region. The key policy 
issues of ESDP are the provision of: 

• a polycentric spatial development, 
• a new rural -urban relationship, 
• equal access to infrastructure and knowledge, 
• wise management of natural and cultural 

heritage. 
With regard to the urban system, poly-centrism 

and co-operation are the key concepts of the ESDP. 
VASAB 2010 is a vision for the development of 
cities, infrastructure and nature conceptualized as 
"pearls", "strings" and "patches". Development and 
environmental sustainability as well as freedom and 
solidarity are promoted to be basic values of the de-
velopment perspective. The balancing of these goals 
is a key issue of the VASAB 2010, which reveals 
international competitiveness and re- 

gional cohesion as key measure. The cities are 
supposed to be responsible for economic devel-
opment and social cohesion. "Improved links 
between urban centers and rural hinterlands shall 
allow all sub regions to participate in development 
process" (VASAB 2010, p. 10, section 3). 

2. APPLICATION OF 
MULTIDIMENSIONAL STATISTICAL 
METHODS FOR DIRECT FOREIGN 
INVESTMENT ANALYSIS 

In order to describe the social-economic pro-
cesses and phenomena, large sets of social-economic 
indicators are necessary. Most of these indicators 
take the form of time series in data warehouses. This 
causes some difficulties in connection with the 
establishment of interrelation structure of these 
indicators. In addition, many social and human-
initiated events deal with incomplete or limited by 
nature information and a complex structure of 
interdependen-cies. That is why the use of statistical 
methods for the social-economic process analysis 
and decision-making is not only justified but also 
indispensable. 

Multivariate statistical methods from the 
majority of possible probabilistic-statistical models 
enable us to make a grounded choice of a model that 
suits best to the initial statistical data that 
characterize the real behaviour of the set of objects 
under consideration and can estimate the present and 
future situation most exactly as well as to present 
substantiated and exact conclusions. 

When describing the socio-economic situation, a 
great volume of initial data and indicators are used 
that characterize the development of a process. 
Therefore it is very important to select the most 
important ones and consider a small amount of 
indicators or their groups. Frequently the initial data 
are transformed in that way ensuring the minimal 
loss of information. 
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3. THE MODEL 

Investment (like other human-initiated 
events) is random events in space and time. The 
process of dynamic structures recognition can 
be arranged in the following order: 

(a) Observation objects of interest (towns, 
regions, districts, etc.) are selected, i.e., a 
sample 0 = (o1,o2,...,o/v). The object of a 
data set is a unit of data whose features are to 
be investigated. The objects have respective 
features (or indicators) X = (x1,x2,...,��� ) 
that describe their attributes. These features 
are measured within particular time intervals 
(ranges,       e.g.,       a      year      interval), 

 
(b) Compose an (Nx nx k) - dimensional ma-

trix Qijt that consists of object features in the 
time intervals considered, where i is the object 
considered, j denotes measured features, and At 
is a time interval. 

(c) Preparing data for a further analysis, we 
determine homogeneity of the objects observed 
by investigating their properties. To this end, 
the methods of cluster or variance analysis 
should be applied. Cluster analysis belongs to 
classification algorithms and solves an issue 
how to organize the observed data into mean-
ingful structures. The general categories of the 
cluster analysis methods are joining or tree 
clustering, two-way joining or block clustering 
and k-means clustering. 

If the clusters are clear heuristically, the 
methods of variance analysis are usually used. 
This classification problem can be solved in 
other ways, too: using heuristics or extreme 
way |3, 10]. Groups of objects N are defined by 
choosing a fixed time interval At, and sound-
ness of the clusters formed is verified in other 
time intervals. 

(d) When clusters of objects are formed, the 
structure of features characterizing the clus 
ters is under determination. For this reasons 
the hierarchical factor analysis methods are 
selected for the problem solution [22]. The fac 
tor analysis is applied in order to reduce the 
number of variables and detect a structure in 

the relationships between the variables. Generally, as 
a method for data reduction, the principal 
component analysis is often preferred, and the 
principal factor analysis is more frequently used in 
case when the goal of analysis is to detect structure. 

(e) After verification of the data adequacy/ 
suitability to the factor analysis, variables that 
are not suitable for the analysis are found and 
eliminated. The adequacy of data (variables) for 
the factor analysis can be verified with the help 
of Kaiser-Meyer-Olkin measure of sampling 
adequacy KMO [14, 17]: 

 
where: rij is the correlation coefficient, and rij is the 
coefficient of partial correlation. 

If the KMO value is low, then the indicators 
considered do not apply to the correlation analysis, 
since the correlation of these indicators cannot be 
explained by other indicators. For making the 
exploratory data analysis, it is recommended first to 
analyse principal components [19]. The components 
obtained through this analysis are not correlated and 
emerge in decreasing order of the amount of 
variance explained. 

(f) To obtain a clear pattern of factor load 
ings, factor rotation strategies should be ap 
plied. 

The fundamental theorem of factor analysis is 
invariant within rotations. The results of rotation, 
however, indicate "the simplest solution among a 
potentially infinite number of solutions that are 
equally compatible with the observed correlations" 
[18]. The simplest case of rotation is an orthogonal 
rotation. Typical orthogonal rotation strategies are 
Varimax, Quartimax, Equamax, and Orthomax, The 
Varimax rotation method is most commonly used 
orthogonal rotation procedure. The overriding 
criterion of simple structure is that each factor should 
have a few high loadings with the rest being zero or 
close to zero [19]. After clearing the patterns of 
factors, the influence of in- 
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dividual indicators x1, x2 ,..., xn is evaluated and the 
factor interpretation is performed. 

(g) The interdependence and significance of 
variables (indicators) composing the factors is 
evaluated through developing a multivariate 
regression equation for time intervals At. A multiple 
regression analysis determines the relationship 
between several independent variables and a 
dependent variable. The regression function can be 
estimated, using the least squares estimation or any 
other loss function (non-linear estimation). After the 
regression equation has been estimated, the 
prediction can be computed for a set of independent 
variables. 

(h) Thereafter the factors are defined and the 
number of variables is reduced the observed objects 
should be organized into meaningful structures. For 
this purpose the cluster analysis algorithms have to 
be applied. Cluster analysis solves an issue how to 
organize the observed data into meaningful 
structures that is, to develop taxonomies. The 
general categories of the cluster analysis methods are 
such as joining or tree clustering, two-way joining or 
block clustering and k-means clustering. 

4. MODEL EVALUATION 

In the selection process of observation objects of 
interest the set of 13 social- economic indicators 
were collected for the research from 12 Lithuanian 
towns and 43 regions during time intervals of the 
period from 1996 until 2001 [5]. We consider the 
matrix denotes as X[n*N]. The matrix elements xij 
illustrate the value of the j th indicator at the i th 
research object and have particular values and 
semantics: 

xI,1 - registered crimes; 
xi,2 - average annual number of employed; 
xi,3 unemployment rate; 
xi,4- natural increase; 
xi,5 - migration; 
xi,6 - average monthly gross earnings; 
xi,7 - sales of industrial production; 
xi,8 - average real estate price; 
xi,9 - dwelling acquisition; 
xi,10 

- investments in the construction of 

residential houses; 
xi,11 - investment in tangible fixed assets; 
xi,12 - direct foreign investment; 
xi,13 - turnover of catering, where: 

i=1,2...N. 
The objective of the research was to explore, 

estimate, and apply the use of multivariate statistical 
models in the analysis and prediction of the state 
situation and tendencies for even distribution of the 
quality of life in Lithuanian towns and regions, 
paying particular attention to the determination of 
the possibilities of sustainable regional development 
in Lithuania. In order to estimate the situation and 
make decisions it is expedient to evaluate and select 
the main factors that have an influence upon direct 
foreign investment in Lithuanian towns and regions. 
For this purpose, the factor and component analysis 
are most frequently used. These methods make it 
possible to evaluate the multidimensionality of 
essential data and explain concisely and simply 
enough the multivariate structures. They reveal 
really existing, but directly imperceptible regularities 
by means of factors or principal components. 

The aim of factor analysis is to explain the 
outcome of p variables in the data matrix X using 
fewer variables, the so-called factors. These factors 
are interpreted as latent (unobserved) common 
characteristics of the observed x Rn. In the factor 
analysis every observed x = (x 1 , . . .x n)     can be 
written as 

 
where: ft for l=1--,k denotes the factors, e is the 
residual of x on the factors. Given the assumption 
that the residuals are uncorrected across the 
observed variables, the correlations among the 
observed variables are accounted for the factors. 

When using the factor analysis we face a number 
of problems. Most often they emerge in data 
suitability testing for the factor analysis, when 
choosing and interpreting factors. According to the 
logical sequence of problems solved by the factor 
analysis, the arising prob- 
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lems can be arranged in the following order: the first 
problem is robustness, the second one - community, 
the third - factors, the fourth -rotation, the fifth - 
estimation of factor values, and the-sixth problem - 
dynamic models [101 

When the five problems listed above are solved,, 
we regard the problem of factor analysis as solved. 

The sixth problem arises when we use the factor 
analysis for data of more than a year, comparing and 
interpreting the obtained results in time. This 
problem is related with the principles of building 
dynamic models. Dynamic models render on 
opportunity to find out indications, the influence of 
which may decrease in future, or, on the opposite, 
would increase. Dynamic models enable us to 
compare or predict the results of factor analysis in a 
certain segment of time. 

Several important issues are considered pre-
paring data for the factor analysis. Firstly, it is 
important to know which variables should be 
included for analyse. Secondly, how many variables 
should be included. A factor cannot be defined using 
a single observed variable. There should be a 
minimum of three observed variables for each factor 
expected to emerge [13]. Thirdly, the number of 
observations should be sufficient to provide reliable 
estimations of the correlations between the variables. 
Correlation coefficients tend to be unstable and 
greatly influenced by the presence of outliers if the 

sample size is not large. There is a general opinion 
that it is unwise to conduct the factor analysis on a 
sample fewer 50 observations. Another 
recommendation is that the sample size should be 
twice as large as the amount of variables, that is, 
there should be at least twice as many cases (N) as 
variables (n) and the cases should be heterogeneous 
with respect to the measures studied [19]. 

While considering the Lithuanian social-eco-
nomic indices of 1996-2001, the sample of objects 
studied has naturally to be divided into two groups: 
the first group consists of the largest cities and resort 
towns, and the second one - of regions. In order to 
form the groups, we can use cluster analysis 
methods, however, in this particular case, group 
bounds are clear. Substantiation of the division is 
verified by the hypothesis Ho stating that the average 
number of direct foreign investment in towns and 
regions is equal. This hypothesis is verified by the 
criterion: 

 
where: x is the estimate of mean, and S is the 
standard deviation. 

Arithmetic means of the direct foreign in-
vestment calculated, values of the criterion t, degrees 
of freedom, and the observed significance level p are 
presented in Table 1. 

According to the obtained results shown in Table 
1, the significance level observed in the 

Table 1. Verification results of the hypothesis that the number of direct foreign investment in towns and regions 
is the same 
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years under investigation is lower than 5%. 
Therefore we have to reject the hypothesis H() and to 
consider the direct foreign investment in towns and 
regions as separate. 

After evaluating the influence of each variable 
with the help of KMO measure, we eliminated four 
variables from the list of indices considered, namely: 
average annual number of employed, unemployment 
rate, natural increase, and investments in the 
construction of residential houses. KMO measure of 
the rest variables KMO=0.68, thus, we concluded by 
stating that the data are adequate to the factorial 
analysis. In order to make the exploratory data 
analysis, it is recommended first to analyze principal 
components (19J. The components obtained via this 
analysis are not correlated and emerge in decreasing 
order of the amount of variance explained. 

The number of factors to be extracted can be 
determined in a scree plot (Figure 1). 

The first large eigenvalue (2.9) and the second 
much smaller eigenvalue (1.52) suggest the presence 
of a dominant global factor. The most widely used 
criterion for finding number of factors is the Kaiser 
criterion, which recommends to retain only the 
factors whose eigenvalues 

are greater than 1 [14]. The scree plot (Figure 2) 
suggests a maximum of four factors, too. These four 
factors account for 64.3% of the whole variance. 

After evaluating the number of factors to be 
extracted, the next logical step is to determine the 
method of rotation. The overriding criterion of 
simple structure is that each factor should have a few 
high loadings with the rest being zero or close to 
zero [15]. Applying this criterion the Biquartimax 
method was selected as providing the simplest 
structure solution. 

When the rotation method is applied, one part of 
the output from the factor analysis is a matrix of 
factor loadings (Table 2). A factor loadings or factor 
structure matrix is a matrix of correlations between 
the original variables and their factors. 

4.1. Interpretation of factors 

The meaning of the rotated factors is inferred 
from the variables significantly loaded on their 
factors. A decision has to be made regarding what 
constitute a significant loading. The simplest 
criterion is that factors loadings 

 
Figure 1. The rate of change in the magnitude of eigenvalues for the factors 
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Table 2. Factor Loadings (clusters of loadings are marked) 
 

 

greater than 0.30 in absolute value are considered to 
be significant. As the sample size increases, the 
criterion may need to be adjusted a bit downward. 
When the number of factors increases it may be 
adjusted upward. In general, the larger the absolute 
size of the factor loading for a variable, the more 
important the variable is in interpreting the factor. 

As we can see from results in Table 2, the most 
significant variables for the first factor are as 
follows: 

• Direct foreign investment. 
• Sales of industrial production. 
• Investment in tangible fixed assets. 
• Turnover of catering. 
It should be stated that the first factor reflects the 

growth of economy and the improving life 
conditions of many people. The greatest impact on 
this factor is made by the variables such as sales of 
industrial production (L=0.84), turnover of catering 
(L=0.81), that reflect the increasing retail trade, 
investment in tangible fixed assets (L=0.77), and 
direct foreign investment (L=0.773) which indicates 
the increasing influence of foreign investment. 

The second factor reflects people adaptability to 
changing circumstances and it consists of two 
variables such as migration (L=0.72) and the 
average real estate price (L=080). 

The third factor has two variables, average 
monthly gross earnings (L=-0.6) and dwelling 
acquisition (L=-0.8). This factor shows improving 
economic situation in Lithuania and relation 
between average monthly gross earnings and 
dwelling acquisition. 

4.2. Factors interdependence 

After selecting the principle variables that 
describe the economic development of the state, 
according to the number of these and the direct 
foreign investment, the system determine their 
mutual relationship and its change in time. For this 
we will make use of a linear equation of multiple 
regressions: 

 
where: ß is unknown parameters; e is a random 
variable with zero arithmetic average mean and 
variance 

� 2 . 
For the first factor k=3, �  denotes direct foreign 

investment, x1 is sales of industrial production, x2 is 
investment in tangible fixed assets, x3 denotes 
turnover of catering. 

In order to verify the significance of the re-
gression equation, the variance analysis criterion F 
is used. The F-value and the resulting 
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p-value reflect the relationship between the de-
pendent variable and independent variables. Having 
calculated the value of this criterion for all the data 
of years analyzed, we obtain F(2,234)=37.2 and 
p<0.0001. The value of multivariate correlation 
coefficient is R=0.51, and of the determination 
coefficient R2=0.25. 

The significance of the regression coefficients, 
i.e. the hypothesis H0: ß=0 is verified by the 
criterion tj: 

 
where: CJJ is the diagonal element of (XTX)-l 

corresponding to bj . In the case of the hypotheses 
H0: /3=0 being correct, tj is distributes by Student 
law with an n-k-1 degree of freedom. 

For the variable sales of industrial production at 
the 5 percent level of significance the null 
hypothesis should be accepted. The variables x2 is 
investment in tangible fixed assets, x3 denotes 
turnover of catering are statistically significant at the 
5 percent level of significance. 

In order to learn which of the selected indicators 
contributes most to the prediction of direct foreign 
investment, we need to examine the standardized 
regression coefficients. These coefficients are 
obtained by standardizing the variables to a mean of 
0 and the standard deviation of 1. 

Thus, the magnitude of these coefficients allows 
a comparison of a relative contribution 

of each independent variable in the prediction of 
dependent variables. The coefficients are obtained 
separately for 1996-2001 (Figure 2). 

According to the results obtained through the 
regression analysis, we can state that the investment 
in tangible fixed assets acquires more weight, which 
has the greatest importance in prediction of 
investment. 

Analyzing the second and third factors in the 
same way, we find that the variables average real 
estate price and average monthly gross earnings and 
dwelling acquisition have statistically significant 
relation with direct foreign investment. 

Examining the standardized regression co-
efficients for the third factor for 1996-2001 we can 
confirm the stable relation (Figure 2). The results 
demonstrate that the relation between the variables 
average monthly gross earnings, dwelling 
acquisition, and direct foreign investment remains 
significant almost during the whole period. 

4.3. Identification of clusters members 

The purpose of cluster analysis in this research is 
to find regions with similar characteristics. Evidence 
for the new faith in the economy of space can be 
found in theories of creating regional 
competitiveness by localized learning, development 
of governance leadership and by development of 
clusters. Theories of clustering are par excellence 
theories of economy 

  

Figure 2. Standardized regression coefficients in 1996 - 2001 confirm the stable influence of the variables of 
the first and third factor to the direct foreign investment 
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of space since they rely on the assumption that 
geographical proximity between related produc-
tion units creates added value and local com-
petitiveness [9]. 

Cluster analysis attempts to identify rela-
tively homogeneous groups of cases (or vari-
ables) based on selected characteristics, using 
an algorithm that starts with each case (or 
variable) in a separate cluster and combines 
clusters until only one is left [12]. In the case 
when a large number of variables are used for 
cluster analysis it is recommended to reduce the 
number of variables before starting cluster 
analysis procedure. The factor analysis often is 
used as one of methods for reducing the number 
of variables [3]. We will use factor scores 
estimates for the regions' classification. 

There are two general classes of methods for 
estimating factor scores. The first class of 
methods yields approximately standardized fac-
tor score estimate with different properties. 
Regression approach produces factor score es-
timates that maximize determinacy [2]. 

 
where: F is estimated common factors; �  is the 
covariance matrix of the common factors; �  is 
the matrix of loadings; �  is the model-implied 
covariance matrix of the measured loadings. 
Matrices are based on estimated parameters. 

Another methods yields factor score esti-
mates that are perfectly orthogonal (uncor-
rected) [20]. Each of the refined methods is 
imperfect. Regression estimates will be corre-
lated even when the factors are orthogonal, and 
orthogonal estimates will not maximize 
determinacy. 

Choosing among the different factor scoring 
procedures is thus not a straightforward affair, 
and the final choice must be dictated by a 
survey of the extant studies on the differences 
among the various estimation methods and by 
the context of particular research program. 

Having computed the regression estimates of 
factor scores, the data were partitioned by 

separate years and performed agglomerative 
hierarchical cluster analysis. Creating clusters with 
the help of this method, each case starts out as a 
cluster. At every step, clusters are combined until all 
cases are members of a single cluster. 

Squared Euclidean distance was chosen as the 
measure of classification. This distance is 
computed as 

Agglomerative hierarchical clustering helped to 
determine the number of clusters. Applying this 
procedure were determined that the optimal number 
of clusters is five clusters. Dividing the regions into 
five clusters we obtain such cluster membership 
(Table 3). 

The location of the regions in Table 3 represents 
the social-economic development of the region or 
groups of regions as well as the capability to attract 
foreign investment. The most developed and 
attractive are regions in the top of the columns and 
less attractive are in the bottom. The results of 
clustering analysis show that the most developed 
regions are located around biggest cities and the 
main plants, important for the whole of Lithuanian 
economy. Comparing the groups (clusters) created in 
1996, 1999, and 2001, we can notice that the 
situation is almost stable. It shows that direct foreign 
investments tend to concentrate in the regions near 
separate towns and determine their perspective 
development. 

5. INTERPRETATION OF CLUSTER 
ANALYSIS RESULTS 

Since 1960, Lithuanian regional planning fol-
lowed the concept of the universal settlement 
system, based on Christaller's theory of central 
places. In 1970, the paradigm stressed the role of 
urban centers and their modernizing effect on the 
periphery. The tools of regional planning have 
changed completely after the regaining 
independence [16]. The Act on Territorial Planning 
(1995) defines the levels of ter- 
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Table 3. Cluster membership of regions for factor scores in 1996-2001* 
 

*  In brackets cluster numbers are marked. Regions that are out of listing depend to the first cluster. 

ritorial planning: the nation, the county and the 
municipality. All levels can elaborate comprehensive 
plans and special plans for subsystems, such as water 
supply or transportation development. The detailed 
planning is carried out at the municipality level. The 
Comprehensive Plan for the Lithuanian territory was 
approved by the Lithuanian Parliament in 2002. This 
Plan defined the national guidelines for spatial 
planning and support the implementation of regional 
policy [7J. At this moment it is the main document 
for physical planning and also created preconditions 
for sustainable development in the whole territory of 
Lithuania. In 2002, Strategic Plans for economy 
sectors development were finalized [21]. The 
connection of these strategic documents ha created 
background to implement sustainable development in 
Lithuanian regions. 

Due to post-war regional planning, Lithuanian 
urban system was well balanced, if a balance is 
understood as a graduated city ranging and an equal 
dispersion of the centers in the territory. But now in 
Lithuania the wealth is becoming increasingly 
concentrated in the capital city and the regions with 
main plants. This has lifted the position of Vilnius 
when compared with the situation before the 

regaining of independence. The current goal -the 
ESDP of a polycentric urban system has similarities 
with the post-war regional planning in Lithuania. 
The cluster analysis used to evaluate the regional 
development in Lithuania allows showing changes 
of the last years (Figures 3, 4, 5). 

The main principles for the regional policy were 
presented as a result of a cross-sectorial approach. 
There was a comprehensive result of this plan 
graphically expressed in the following main schemes 
[7]: 
• Macro-regional situation of Lithuania, 
• Spatial  concept of the  territory:  main territorial 

structures and principal model. 
• Functional priorities of the territory, 
• Development of the technical infrastructure. The 

comparison of this scheme (Figure 6) 
with ranks of the Lithuanian regions, identified by 
the methods of factor and clusters analysis according 
to followed years allows evaluating sequences of 
Lithuanian regional development. 

For example, the region of Vilnius since 1996 till 
2001 had better position in respect of other regions 
of Lithuania, and it reached the highest cluster in 
2001. On the other hand, during this period Kaunas 
became more attractive and 
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Figure 3. Ranks of the social-economic development and the capability to attract foreign investment of the 
Lithuanian regions identified by the methods of clusters analysis in 1996 

 

Figure 4. Ranks of the Lithuanian regions identified by the methods of clusters analysis in 1999 



174 M. Burinskien�  and V. Rudzkien�  

 
Figure 5. Ranks of the Lithuanian regions in 2001 

 

Figure 6. The main settlements framework according to Comprehensive Plan of the Territory 
of the Republic of Lithuania 



Comparison of Spatial-Temporal Regional Development and 
Sustainable Development Strategy in Lithuania 175 

in 2001 the region of Kaunas came up to the most of 
Lithuanian country regions. Total amount of direct 
foreign investment for the whole country increases 
from year to year, however, in last period foreign 
investments are centered on four main regions: 
Vilnius - the Capital, Klaip� da - Sea port, Mažeikiai 
- Oil production plant and Ignalina Nuclear Power 
Plant. Other regions were indicated in cluster 
membership table with higher numbers then 2, 
shows higher ability to attract and reclaim 
investments than other regions. 

6. CONCLUSIONS 

When analyzing the socio-economic situation, 
we have to use many interrelated initial data and 
indicators that characterize the development of the 
process. In employing multivariate statistical 
methods from many possible probabilistic - 
statistical models there was obtained the model such 
that describes the real behavior of the explored set of 
objects best and that provides substantiated and 
exact conclusions. 

In order to evaluate the situation and make 
decisions the described knowledge discovery process 
enables the evaluation of main factors and selection 
the influencing space of the direct foreign investment 
in regions of Lithuania. During last period the 
territorial distribution of the investment is not even. 
To this purposes the integration of factorial and 
component analysis methods have been used. These 
models allowed the estimation of essential data 
multidimensionality and a concise and simplified 
explanation of multivariate structures of data. The 
regularities were revealed by means of factors, 
principal components and multivariate regression 
analysis existing in reality but directly imperceptible. 

The analysis of social-economic data during the 
period of 1996-2001 shows that higher development 
was reached in the regions located close to the 
biggest cities and main plants, important for the 
whole of Lithuanian economy The development of 
Vilnius, Klaip� da, and 

Kaunas, level of investment in tangible fixed assets 
of these cities had influence to their region 
development. Ignalina Nuclear Power Plant, 
Mažeikiai Oil production plant had reflection to 
Mažeikiai and Ignalina region development, increase 
quality of life in these areas. Other regions were 
indicated in cluster membership table with higher 
numbers then 2, shows higher ability to attract and 
reclaim investments than other regions. 

A comparison the Comprehensive Plan for the 
Lithuanian territory with ranks of the Lithuanian 
regions, identified by the methods of factor and 
clusters analysis from 1996 till 2001 allows 
evaluating sequences of development of Lithuanian 
regions. The statistical analysis shows that necessary 
to change investments policy and creating legal and 
economic directives for investments regulation, 
without these measures investment will be concen-
trated in regions near largest cities and whole 
Lithuania important plants, herewith increasing the 
gap between cities and peripheral towns as well as 
these regions, that goes in opposite towards 
sustainable development. 
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