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ABSTRACT. Decision making is associated with ranking problems aimed to obtain a set of preference order
of solutions. People can make mistakes choosing the best object for investments. Due to high cost of such
mistakes, such a choice should be well founded. A major goal of paper is to develop a theoretical basis for
creating a decision support system aimed to increase building construction and reconstruction investment
efficiency by applying multiattribute decision making approaches and mathematical modelling. To achieve
the goal, the following problems have to be solved: to analyse new models currently used in developing
investment strategies in building construction and reconstruction, to make a classification of construction
investment projects and to describe the stages of determining the efficiency of construction investments,
to create a family of multiattribute decision methods to be used in the analysis of investment projects in
building construction and reconstruction, to create multiple attribute decision support system based on the
multiattribute methods developed for determining the efficiency of construction and reconstruction invest-
ment projects.
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els for investment decision — making. There-
fore, in calculating investments, beside the
methods and models based on the data obtained
in the study of income and expenses, the mul-
tiple attribute decision support methods assess-
ing the efficiency are applied.

1. INTRODUCTION

The problem of construction investment is
of paramount importance, because the invest-
ments determine the potential of construction
and the structure of expenses. The successful

performance of the company is also closely as-
sociated with the investment policy since the
latter embraces the expenses required as well
as considerable financial resources. Efficient
planning and management of investments have
become not only an important but also a com-
plicated problem in the dynamically changing
environment.

The calculation of investments is an expen-
sive tool of enterprise management in plan-
ning the investments. It can be perceived as
the harmonization and evaluation of the mod-

Evaluation of variants efficiency when
there is only one objective function. Static
models (Perridon, Steiner, 1999). Only one pe-
riod is being analysed while applying a static
model. It is a particular period of exploitation
that should be considered as an essential pe-
riod of exploitation, or, in hypothetical terms,
it is a medium period. In such a case, all the
data from the planned period are received,
which characterize the relative medium period.

Comparative costs calculation (Huch, 1986;
Kilger, 1986; Weber, 1991). Costs are the ob-
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jective function of the costs comparison mod-
els. Because investments are long — term, the
expenditures taken into account are also of long
lasting character.

The question arises if it is justified to rely
on one objective function or it is possible to
ignore relations between other areas of enter-
prise activities in the process of decision mak-
ing. Moreover, the problem of static model
should be assessed critically (Blohm, Liider,
1991).

Comparative Profit Accounting (Kern, 1976).
While performing comparative profit account-
ing, it is possible to assess both absolute and
relative benefits.

Static Depreciation Deduction (Perridon,
Steiner, 1999; Kern, 1976). The objective func-
tion of depreciation deduction is the time of
depreciation or recovery of the investment
project. For statistical depreciation deduction,
the same conclusions are valid as for other sta-
tistical methods and models of investment cal-
culation. It should be noted, that summarizing
the effects of depreciation, the above calcula-
tions should not to be considered the only cri-
terion for investment decision making.

Dynamic models (Heinhold, 1997; Nemec et
al., 1990). Investment projects are described by
instalments and payoffs, which should be paid
while realizing the projects in the particular
period of time. The assumption is usually re-
lated with this, that major influence of alter-
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natives is limited by definite specified instal-
ments and payoffs. Their values can be deter-
mined in terms of time intervals. Instalments
and payoffs accounting as well as the analysis
of dynamic indices in the particular periods is
an essential feature differentiating the dynamic
models from the statistical ones.

The survey of dynamic models for the evalu-
ation of utility is presented in the diagram be-
low (Figure 1).

It should be noted, that the dynamic evalu-
ation of utility model in comparison with the
static model is closer to reality, because, in this
case, several periods are analysed. Therefore,
even though the application of the dynamic
model requires more time, it is more efficient
compared with the static model.

Many assumptions exist in the dynamic
model (i.e. is the only objective function, ex-
ploitation period and data reliability deter-
mined, as well as payments adequacy at a cer-
tain period of time, the existence of developed
capital market, etc.) that are to be checked.

Evaluation of the efficiency of invest-
ment projects with a number of objective
functions. In solving the investment problems,
the decision maker (DM) has several aims
(Vetschera, 1991; Fandel, 1979). This primarily
applies to strategic investment, which is based
on the sophisticated systems of evaluation
(Riedel, 1989). The utility analysis is a rela-
tively simple decision making technique based

Dynamic models for evaluation of utility

General estimated interest rate:

- Capital value appraisal method (Busse von
Colbe, Lapmann, 1990; Bloech, Goétze, et al.,
1997),

- Annuity method (Kern, 1976; ter Horst, 1980),

- internal interest rate method (Blohm, Lider,
1991; Liicke, 1991; Eilenberg, 1991; Busse von
Colbe, Lapmann, 1990; Kruschwitz, 2000),

- Dynamic depreciation deduction (Schulte, 1986).

Different interest rates while placing and drawing the capital:
- Final property value appraisal method;

- Interest rate fixing method to draw the capital;

- Method of drawing detailed financial plans.

Figure 1. Dynamic mo

dels for evaluation of utility
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on simple calculations for solving multicriteria
problems (Vetschera, 1991; Fandel, 1979).

One of the possible approaches is based on
classification made according to the type of in-
formation received from the decision maker
(Larichev, Kochin et al., 2002). It includes:

1. Methods based on quantitative measure-
ments. This group consists of widely known
methods within multicriteria utility theory
(Keeney, Raiffa, 1976; Hwang, Yoon, 1981,
Triantaphyllou, 2000) and some new methods.

2. Methods based on initial qualitative as-
sessments, the results of which later take a
quantitative form. This group consists of ana-
Iytic hierarchy method (Saaty, 1994), as well
as the methods based on undefined sets (Zadeh,
1978).

3. Methods based on quantitative measure-
ments but using a few indices to compare the
alternatives (comparison preference method).
This group consists of comparison preference
methods (Roy, 1996).

4. Methods based on qualitative data not
using a shift to quantitative variables. This
group comprises verbal decision analysis (VDA)
methods (Larichev, Olson, 2001).

It is possible to use methods from different
groups of the classification above to analyze the
effectiveness of investment policies. However,
one should take into account peculiarities of
individual investment problems.

When criteria are mostly quantitative and
sufficiently precise, quantitative methods are
perfectly applicable. For qualitative criteria
one can use Saati scale to represent them
quantitatively. However, in this case variabil-
ity intervals for values of quantitative and
qualitative criteria differ enormously. The
variety interval for Saati’s nine-interval scale
is usually in the range of 600-700%, but quan-
titative variety intervals for the problems con-
sidered are about 10-90%. This often results
in the strong influence of minor criteria over
the final conclusion. According to the math-
ematical algorithms for the methods of the
first group criteria with wider variety inter-
vals have more influence on the result.

To avoid the difficulties above VDA meth-
ods or comparative preference methods (the
third group) could be used. Comparative pref-
erence methods demonstrate good results,
when using threshold systems for criteria de-
scription. However, the process is rather com-
plicated and requires a trained specialist. There-
fore, the only opportunity we often have is to
use the VDA methods.

Though the methods of the second group
can also be applied to investment problem
analysis, they are high-sensitive to subjectiv-
ity in criteria values (e.g., what an expert
evaluates as 4, the others can evaluate as 6
and so on). Besides, contradictory answers are
possible, which could lead to cycles. At the
same time VDA methods have a set of proce-
dures to check DM answers for contradictions.

VDA methods also show good results when
uncertainty arises (e.g., imprecise values of
criteria or failure to evaluate the importance
of criteria).

One of the first VDA methods for choosing
the best alternative out of a group of given
multicriteria alternatives by pair-wise compari-
sons was the method PARK (Larichev,
Moshkovich, 1997), which was applied to solu-
tion of a number of important practical prob-
lems (Larichev, Brown, 2000).

However, the method PARK has serious dis-
advantages:

e It is applicable for a choice out of 3-5
alternatives only, because the method uses
pair-wise comparisons of all variants;

¢ (Criteria scales have only verbal esti-
mations;

¢ The assumptions on possible allowed
operations for DM information elicitation
were not supported by the results of
psychological research.

A major goal of research is to develop a
theoretical basis for creating a decision sup-
port system aimed to increase building con-
struction and reconstruction investment effi-
ciency by applying multiattribute decision mak-
ing approaches and mathematical modelling.
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2. CLASSIFICATION OF
CONSTRUCTION INVESTMENT
PROJECTS

According to the methods of investment
analysis as well as efficiency criteria, the in-
vestment projects can be divided into these
subgroups: agricultural buildings, old town
buildings, dwelling houses and industrial build-
ings (Figure 2).

In solving the problem, it is possible to ap-
ply the particular methods to any subgroup.
Obviously, the assessment criteria for construc-
tion investment should also be determined with
account of the types of buildings.

Classification of Problems for Deter-
mining Construction Investment Effi-
ciency. Construction investment efficiency may
be determined by solving a number of prob-
lems and applying decision methods (French
et al., 1997; Jones, 1990; Brown, 1991). First,
the most efficient site for new construction
should be selected and the efficiency of the site
for the buildings to be repaired should be de-
termined. Then the investment projects have
to be analysed by multicriteria methods. Ac-
cording to the project selected, a building is
designed on the basis of the effective architec-
tural and constructional decisions made.

It is very important to establish the financ-
ing schemes, because very often a final success
of investment depends on this stage. In some
projects, the method of financing determines the
efficiency of the investment project as a whole.

In fact, all the investors consider the prob-
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lem of project reliability. They discuss the di-
lemma whether to select the most profitable
investment project or the most reliable one.
Very often risk factors determine the efficiency
of the project.

Classification of Investment Financing
Schemes. The main financing schemes may
be divided into those relying on the owner’s
capital, capital of investors’ enterprise, loans,
leasing, investment subsidy, foreign invest-
ments and international investments (Behrens,
Hawranek, 1991; Ghasemzadeh, Archer, 2000;
Makridakis et al., 1983). Usually, loans are
used very effectively for construction invest-
ments and can raise the overall efficiency of
the investment project. So, are basically con-
sidered Mortgage Loans (Friedman, Ordway,
1997; Lumby, 1994), Mortgage Loans with In-
variable Interest Rate, Mortgage Loans with
Variable Interest Rate, Wrap Mortgage, Real
Estate Financing through Instalment Sale,
Participiation Mortgage Loans, Real Estate
Financing while Establishing Joint Ventures
(Tarasevich, 2000), Construction Mortgage
Loans (Friedman, Ordway, 1997), Land Reclaim
Mortgage Loan, Real Estate for Rent Financ-
ing, Financing Real Estate through Investors’
Consortium, Rural Building Financing
(Lunkevichius, Ustinovichius et al., 2001).

3. QUANTITATIVE MULTICRITERIA
APPROACH MKDM1

Methods based on a single criterion can
hardly be used in solving the problems associ-

| . Investment Projects , |
Y Y __
I New construction ] Reconstruction Maintenance of cgrrent buildings and
projects objects

v

v v Y

Dwelling Industrial Commercial
houses buildings buildings

v v
Old town Agricultural Special
buildings buildings buildings

Figure 2. Classification of investment projects
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ated with sophisticated technological or market-
ing systems. It is multiple attribute decision
system, taking into account major efficiency cri-
teria, that enables the effective methods of solv-
ing complicated problems to be developed.

A description of some multiattribute deci-
sion methods (MADM) can be found in litera-
ture. However, the application of one of these
methods is not sufficient. Various methods can
be combined, grouped or applied in turn. A set
of multiattribute decision methods (mul-
ticriteria approach) suggested is given in Fi-
gure 3.

First, the applicable variants of technologi-
cal and economic projects are developed. Then
the criteria of efficiency (attributes) to be used
in analysing the variants are established. Based
on the judgements of experts, the weights of
the criteria are determined, and the concor-
dance of expert judgements is checked. If the
judgements are in concordance, the efficiency
values obtained can be relied upon. To avoid
accidental errors, three methods of determin-
ing the variant utility function should be used,
i.e. similarity to ideal solution (TOPSIS), simple
additive weighting (SAW) and LINMAP.

Pairwise comparison for determining
the weights of the efficiency criteria. De-
cision making system may help to determine
the weights of the attributes developed
(Ustinovichius, Jakuchionis, 2000). This may
be achieved by pairwise comparison expertise
method suggested by T. Saaty (Saaty, 1994).

Pairwise comparison is an advanced met-
hod, because experts may compare the at-
tributes in pairs, which is important when the
latter are many. Pairwise evaluation may be
considered sufficiently reliable only if the judge-
ments of experts are in concordance. There-
fore, when statistically processing the data ob-
tained from the experts, the index of concor-
dance should be determined and the causes of
discordance identified. Pairwise actions method
does not provide for expert judgements con-
cordance analysis, therefore, an expert evalu-
ation method (Zavadskas et al., 1995) supple-
mented with concordance checking procedure

suggested by L. Evlanov may be applied
(Evlanov, 1984).

Methods of determining objective and
Iintegrated weights of attributes. In vari-
ous papers, the attributes are subdivided into
objective and subjective. The attribute weight
is obtained based on priviledged data and vec-
tor technique (Saaty, 1994), least squares com-
parison (Chu et al., 1979), Delphi (Hwang, Lin,
1987), LINMAP (Linear Programming Tech-
niques for Multidimensional Analysis of
Priviledged) (Srinivasan, Shocker, 1973) and
various computer — aided mathematical mod-
els (Pekelman, Sen, 1974). The latter technique
uses mathematical models for obtaining the
weight without priviledged data, involving en-
tropy approach (Hwang, Yoon, 1981) and
multiattribute programming methods (Fan,
1994).

Subjective and objective approaches have a
number of advantages and disadvantages. The
weights obtained by a subjective approach re-
flect subjective judgements of a person result-
ing in ranking of the alternatives of the par-
ticular problem. Later they acquire less rigor-
ous values. Objective weights are obtained by
mathematical methods based on subjective
information. As one can see, no one of the ap-
proaches is perfect. It may be suggested that
an integrated approach could be most appro-
priate for determining the weights of the at-
tributes. Currently, a number of papers aimed
to combine subjective and objective approaches
to solve MADM problems have been published
(Cook, Kress, 1994; Liang, Wang, 1994; Yan,
Singh, 1994). However, the models considered
present some difficulties for application. The
authors themselves admit that integrated
methods based on subjective and objective in-
formation are far from being perfect, as well
as requiring further analysis.

Integrated, subjective and objective
weights of the attributes. An objective
weight of the attribute can be easily obtained
by an entropy method. Assume that S = {S;,
S,..., S} is a discrete set of alternatives.
R=(R, R,, ..., R,} — a set of attributes, and
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Formation of variants ]

Calculation of technical and economic
criteria (attributes)

Determination of subjective attribute

weights
v
Checking the concordance of attribute
values Concordance o no
subjective and o

Increasing a no /\ yes Determination of bjective attribute
number of Concordance objective weights weights sufficiently
experts index sufficiently of attributes high?
high?
yes
Determination of preference of —4—1__ Determination of inte
. grate
variants by TOPSIS, SAW, LINMAP — weights of attributes
methods

yes

Preference orders of
variants are the same?

Preference orders of
variants are the same?

no

} Iterative MADM problem

Multicriteria evaluation: Bordo v

method, Copeland method, | General conclusions
average weight method

Figure 3. A family of multiattribute decision methods



Determination of Efficiency of Investments in Contruction 31

X = |_Xu Jan — a decision matrix, where xlj
R attribute value of variant S, (i=1, 2, ..., m; j
=1, 2, ..., n). For the sake of uniformity of mea-
surement, it is assumed that all the initial
weights in the matrix are in the range from 0
to 1.

The value of the objective weights of the
attribute is determined by the attribute domi-
nance level. Subjective weight values show the
relevance of the attribute to the variants con-
sidered. In some cases, q; (subjective weight)
and q; (objective weight) are essentially differ-
ent, thereby considerably decreasing the accu-
racy of preference ordering of the variants. This
may be accounted for the fact that minor fac-
tors can have a great influence on ranking the
variants, and vice versa. Therefore, the author
suggests that the formula for determining the
objective weight of the attribute by entropy ap-
proach be interpreted differently in this way:

g = (=1,
=

To obtain the integrated weight of attribute
q*j, a system of equations given below should
be solved (Ustinovichius, 2001a):

%(qlql q1)+qzq1qZ+Q3qlq3+ +qnqlqn+f—
miqul+Qz(qZQz Gp) + U300z + ...+ Gl + f =
Fe] 030 + 020302 + 03(0g03 — 0g) + -+ Un gl + f =0
|

Ol = e L
%anl"' 020002 + d30dndz *+ -+ On(AnGn —adn) + f =0

bed +az +ag+..tap =1,

@
where: f is the error coefficient of the system
of equations.

Later the weight qJ will be used in
multiattribute decision methods such as
TOPSIS (Hwang, Yoon, 1981; Arditi, Gunaydin,
1998), SAW (MacCrimmon, 1968), LINMAP
(Srinivasan, Shocker, 1973; Hwang, Yoon,
1981), etc.

Multiple criteria evaluation by the

Borda, the Copeland and the average
weight methods. The availability of several
research methods raises the problem of the
proper choice. The question “Which method is
most suitable to solve the problem?” is most
important, but it is difficult to answer it. It is
more difficult to assess the quality of multi-
criteria techniques applied to a limited number
of variants mathematically described in a dis-
crete way than that of mathematical finite ele-
ment analysis. Since any of multicriteria meth-
ods has its advantages and disadvantages, there
is actually no answer to the above question.
In addition, the application of various meth-
ods of calculation may yield different results
(preference order). A model for assessing mul-
tiple criteria techniques is based on the Borda,
the Copeland and the average weight methods.
Multicriteria decision iterative problem.
When the Borda, the Copeland and the average
weight methods have been applied to the analy-
sis of variants, the uncertainty may remain on
which of the alternatives is the best. The au-
thor of the present investigation suggests the
multicriteria iterative decision method (Usti-
novichius, 2001b) (Figure 4) to be used.

4. DETERMINING THE EFFICIENCY OF
THE INVESTMENT PROJECT AT THE
PARTICULAR STAGES

The evaluation of siting strategies of
commercial buildings. Siting strategy is very
important, especially for commercial buildings.
The site for such buildings should be chosen
so that it could be used most advantageously.
The efficient siting strategy may be described
in terms of benefits divided into two groups: 1)
general benefits; 2) specific benefits (the site is
suitable for a particular commerce).

Making investments in real estate, a sys-
tem of major attributes should be developed,
which could be used as a basis for choosing
the site (Figure 5). The comprehensive data
on the potential site should be collected. For
this purpose, geographical information systems
GIS, providing all the necessary geographical
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Determination of preference order of variants Formation of matrix R (initial matrix of
by TOPSIS, SAW, LINMAP techniques multicriteria decision iterative problem)
yes |
Preference orders o
Conclusions are the same? Application of TOPSIS, SAW,
LINMAP technique for determining
the preference order of variants
Figure 4. General structural scheme of iterative multicriteria decision analysis
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Figure 5. Weights of attributes used in siting strategy of commercial buildings

information about the site, should be used.
Based on this data, the values and weights of
the attribute can be obtained (Environmental
Systems Research Institute, 2001; Ustino-
vichius, Stasiulionis, 2001).

In practice, it is difficult to define the site
as ideal as well as being the case when some
attributes can be compensated by others or to
associate it with a single attribute of efficiency,
because any site is unique. Therefore, the
above problem can be solved by applying
ELECTRE III as one of the most suitable
multicriteria techniques based on pairwise com-

parison of variants, enabling us to learn
whether the attributes of the variant allow it
to become dominant.

The method referred to as ELECTRE III is
a technique of selecting a set of non — domi-
nating alternatives (Vallee, 1994). For this pur-
pose, the weights of attributes used in select-
ing the site, and a decision matrix should be
available (Xiaomin et al., 2001). ELECTRE III
is based on the comparison of alternatives with
respect to their attributes when they are di-
chotomized into acceptable and not acceptable
categories to obtain attribute weights and ma-
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trices (C(a,b) and D(a,b). This will enable one
to obtain the data, by using the elimination
algorithm, which will help us to make a deci-
sion (Roy, 1996; Rogers, Bruen, 2000).

The initial data should describe the alter-
natives and their attributes. For example, it is
necessary to define thresholds for the varia-
tion of quantitative values of attributes, which
may be divided into 1) indifference threshold
qj(a); 2) preference threshold of pj(a); 3) veto
threshold (VETO) v (a).

Then a solution based on a standard algo-
rithm is used yielding the preference order for
siting a commercial building.

Synthesizing multicriteria decision -
making techniques for selecting effective
design, technological and organizational
variants of buildings. A major goal of this
approach is to combine a number of the alter-
natives of analyzed construction processes or
projects of a building into an integrated build-
ing system. In determining the goals and mak-
ing designs, efforts are made to avoid the po-
tential errors. A comprehensive analysis of de-
sign problems associated with the potential con-
struction work, building materials and equip-
ment to be used, as well as the state of con-
struction market and the related quality con-
trol problems allow us to save much time, re-
sources and money.

In the present investigation, algorithms of
the methods of synthesis for combining sev-
eral phases of construction processes or pro-
jects into a general system are used as one of
the effective tools of integrating multicriteria
decision methods into decision support systems.
In this respect, the analysis of the problems
associated with integrating separate structures
into a general system, thereby solving the prob-
lems of interconnections of different stage al-
ternatives, is a very important area of
multicriteria decision making.

Therefore, further can be applied new
multicriteria decision synthesis approaches
(Sarka, Zavadskas, Ustinovi¢ius, 2000; Sarka,
Ustinovi¢ius, Zavadskas, 1999):

* project synthesis based on compromise

compensating model (SKK3);
¢ project synthesis based on the criterion of

success (“wins”) (PSS2) of a decision

(multicriteria decision synthesis (DSS1);

* project multicriteria decision synthesis
based on the average weighted decision
success criteria (DSS2).

The structure of DSS1 model. A decision
project synthesis based on the success of a de-
cision (PSS2) according to DSS1 approach is
made in 3 stages, each of which is further sub-
divided into minor actions. Stage 1 is aimed at
the collection of the initial data and develop-
ing a database structure (DBS). Stage 2 of DSS1
method includes intermediate decision making.
Here, the alternatives left for further consid-
eration at the particular stage are given and a
preliminary preference set of alternatives is
formed based on similarity to the ideal solu-
tion. Stage 3 is aimed at multiple criteria deci-
sion synthesis and the formation of the final
preference set of the alternatives synthesized.

Determining the financing strategies.
To determine the strategy of financing, a num-
ber of qualitative attributes are considered. On
the other hand, both qualitative and quantita-
tive attributes have some disadvantages, be-
ing differently interpreted in the particular
range of the value (Roubens, 1982). Therefore,
in this case, it is hardly correct to apply
multicriteria approaches. ELECTRE IV tech-
nique seems to be most appropriate of all cur-
rently used methods to solve the above prob-
lem. Major steps of implementing the above
technique to formulating and solving the prob-
lem are given below (Vallee, 1994).

Collection of the initial data in ELECTRE
IV technique. At the first stage, the criteria for
efficiency evaluation are formulated and the
alternatives are selected.

A set of attributes (G, ..., m) is formed by a
decision maker, for which the preference
thresholds will be modelled later. The attribute
J evaluates every action and the related out-
come. The action a evaluated by the attribute
J is denoted by gj(a). When an attribute j de-
fines two actions a and b, then:
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aPJ-b - gj(a)>gj(b) — a has a much higher
preference order than b with respect to the at-
tribute j;

anb - gj(a)=gj(b) —a is indifferent to b with
respect to the attribute j.

The second step involves the formation of a
decision matrix. A particular way of describing
the attribute was chosen and the preference
order defined, providing the following informa-
tion about the attributes: preference order di-
rection; indifference threshold (qj); preference
threshold (pj); Veto threshold (; vj).

The thresholds are calculated in four vari-
ous contexts (Rogers, Bruen, 2000), because
¢ preference thresholds can be increasing or

decreasing,

* they can be either direct (calculated for a
worse case) or inverse (calculated for a
better case).

Hence, four cases are found:

Case 1. Increasing preference 1, direct
calculation of thresholds —

Case 2. Decreasing preference | , direct
calculation of thresholds —

Case 3. Increasing preference 1, inverse
calculation of thresholds «

Case 4. Decreasing preference | , inverse
calculation of thresholds «

Based on the above assumptions, a set of
attributes to be used may be described.

Quantitative attributes. In determining the

efficiency of financing strategies the following
quantitative attributes were used: equity ra-
tio, lender’s capital ratio.

Qualitative attributes. The evaluation of the

following subjective or objective criteria is of
particular importance: lender’s risk, decreas-
ing the payment rate, withdrawal contract,
subsidized interest, state financing.

Then the standard algorithm is used in the
solution, and the preferences of the financial
schemes are established, based on the data
obtained.
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5. VERBAL ANALYSIS FOR EVALUATING
THE EFFICIENCY OF INVESTMENT
PROJECTS

In this chapter a new method of choosing
the best alternative of a fuzzy set, free of the
above limitations, is offered. It is developed
to evaluate the efficiency of construction in-
vestment projects to demonstrate the effi-
ciency of the approach. The problem is for-
malized and a description of the suggested
method is provided in terms of decision mak-
ing techniques.

Method of Comparison of Alternatives
(SNOD) based on construction of the scale of
Normalized and Ordered Differences (Larichev,
Kochin, Ustinovichius, 2003a,b). The assump-
tions about the DM judgements used in SNOD
are the same as those adopted in PARK tech-
nique:

1. The DM is able to compare two alterna-
tives for preference ordering based on mul-
tiple efficiency criteria analysis.

2. The DM can compare multicriteria alter-
natives for preference ordering based on only
two criteria of efficiency

The DM can compare two alternatives dif-
fering by two criteria for ordering if one alter-
native is more preferable than the other by
one criterion.

In addition, an assumption is made that the
set of efficiency criteria can be subdivided into
independent subsets. In our case, three sub-
sets of criteria based on price, actual existence
and the number of potential purchasers are
formed. The criteria belonging to a particular
set may be both dependent and independent in
terms of preference ordering.

Based on the above assumptions, a compari-
son of two multicriteria alternatives, when the
disadvantages of one are proportional to those
of another, is made aimed at determining which
of the alternatives has fewer disadvantages and
more advantages.

Formal analysis. Computer — aided analy-
sis of the problem does not provide for the DM
participation. In this analysis the weights of



Determination of Efficiency of Investments in Contruction 35

efficiency criteria are assumed to be equal. The
analysis is aimed at preparing a set of the ques-
tions to be posed to the DM, which would pro-
vide:

- the minimum load for the DM and the least
number of questions;

- questions of gradually ascending difficulty;

- the highest amount of information received
from the DM.

Formal analysis is made at two stages:

Stage 1 is pairwise comparison of the avail-
able alternatives. This is a computer — aided
analysis based on the following algorithm:

1. The results of the evaluation are normal-
ized for any pair of the alternatives compared:

a) the mean value is found for the assess-
ments of two alternatives compared in a quan-
titative scale;

b) assessments in qualitative scales are con-
verted to scores to obtain the “mean” value.

c¢) if the highest value (max) is to be ob-
tained by the criterion, the evaluation outcome
is divided by the mean value, while if the least
value (min) is to be reached, the mean value
is divided by the evaluation value.

2. In this way, the total score of the alter-
natives is obtained. The alternative with the
highest score is the winner.

Stage 2 is also entirely based on computer
— aided analysis without the DM participation
which is aimed at preparing the questions for
getting the DM’s preferences. It consists of the
following procedures:

a) the alternative with the largest number
of “wins” in pairwise comparison is considered
the potentially best alternative (PBA):

b) the alternatives not Pareto dominated
with respect to PBA are no longer considered;

¢) other pairwise compared alternatives are
ordered based on the total scoring difference
between PBA and the particular alternative,
from the highest to the lowest score.

DM/DSS dialogue. The DM preference is re-
ceived by pairwise comparison of alternatives,
beginning with the pairs where the potentially
best alternative DBA is relatively better.

The dialogue can be presented as a series
of successive steps:

Step 1 — comparison preparation. At this
stage, the DM considers the assessments of two
alternatives offered to him/her and answers the
following questions:

1. Are there any alternative assessments
with slight differences which may be consid-
ered practically equal by pairwise comparison?

2. Are there any alternatives which can be
eliminated from the set considered, because
their quality is unacceptable by the criterion
available?

Step 2. Normalization of advantages and

disadvantages of the alternative pair. After the
first screening stage the assessment results of

the remained alternatives are normalized.
Then the attributes are arranged in the de-
scending order of PBA advantages in the pair.

Then the DM makes pairwise comparison
of PBA advantages and disadvantages with re-
spect to another alternative, stating the pref-
erence according to his judgements. A scale for
ordering relative alternative normalization dif-
ferences based on the DM preferences is de-
veloped.

Step 3. Comparison performed by the DM.
At this stage, a set ordered by descending ad-
vantages scores and supplemented with an or-
dered set of disadvantages based on ascending
order of scores, is considered. A scale of nor-
malized relative differences makes the basis of
the DM questioning. As shown above, the con-
ditions to offset (compensate) PBA disadvan-
tages in pairs (beginning from the greatest one)
by the advantages (also beginning from the
greatest one) are stated.

Giving instructions and recommendations.
In most cases, SNOD technique can be helpful
for the DM in choosing the best alternative.
However, there are cases where the alterna-
tives turn out to be incomparable. Then the
following information is provided to the DM by
SNOD method:
¢ the best alternative with the highest score

of normalized evaluations is specified.
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¢ The DM is informed about another al-
ternative similar to PBA, with the scoring
of such alternatives given.

¢ The DM is prompted to enter some more
criteria allowing to identify incomparable
alternatives (according to this method).

In this case, the DM is allowed to make the
final choice.

Checking the DM preference consistency. The
procedure is performed by fixing (checking) all
the comparisons made by the DM. In case of
multiple alternatives cycles, the DM is
prompted to look through pairwise comparisons
for identifying the cases to be excluded from
the cycle.

6. GAME THEORIES IN CONSTRUCTION
INVESTMENT ANALYSIS

Mathematical models may be referred to
classical optimization or multiple criterion de-
cision problems, depending on major data, con-
straints or objective function. They can be
solved for cases either of definite or indefinite
information. According to game theory and
under the condition of indefiniteness of the al-
ternative selection the problem may be referred
to one of the following types:

a) problems of stochastic indefiniteness —
arbitrary conditions described in terms of sta-
tistical distribution.

b) problems of total indefiniteness — the
probability of effects of random action and the
environmental factors is unknown. A decision
is made by comparing advantages and disad-
vantages of the potential variant under vari-
ous environmental conditions.

In completely defined problems unreliability
or deviations are not taken into account. The
preliminary stated limiting conditions are sat-
isfied by forced decisions, while the unfa-
vourable initial data are corrected based on
practical experience. In this way, admissible but
often unfavourable decisions are made. The
above problems are intended only for a theo-
retically ideal case.
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The characteristics of implemented projects
are different from those given in the initial
variants. Many problems lack the essential
data, while the provided data are incomplete
or unreliable. When the uncertainty is caused
by random factors defined by various statisti-
cal methods based on distribution laws, then
we have the problems of stochastic indefinite-
ness (Zavadskas, Peldschus, Ustinovichius,
2003). When the laws governing the effects of
environmental conditions and their probabil-
ity are unknown, we get the conditions of to-
tal indefiniteness. Then decisions are made by
considering the advantages and disadvantages
of the potential alternatives in the context of
varying environmental conditions (Peldschus,
1986). The problems of this type can usually
be solved only by game theory approach.

If weights of attributes are unknown in a
problem, it should be considered a problem to
be solved under the conditions of uncertainty
(indefiniteness). In this case, game theory ap-
proaches may be applied.

The structure of LEVI 3.0 technique and
some methods of solving the problems.
The technique and the computer program LEVI
3.0 offer various optimization methods to solv-
ing the problem under uncertainty conditions
(Peldschus, Messing et al., 2002). Following the
instructions given, it is possible to make an
optimal choice from a set of available decisions.

LEVI 3.0 is based on the integration of vari-
ous multicriteria methods. The structure of this
approach is shown in Figure 6.

Determining normalization sensitivity.
In the context of game theory approaches, the
dimensionless attribute efficiency values should
be used when solving the construction tech-
nology problems. The above values should ex-
press the relationship with respect to an opti-
mal value, be independent of the matrix type
and remain identical for the same relative dif-
ference in maximization and minimization
problems.

In the approach described, the appropriate
normalization procedures for solving maximi-
zation and minimization problems are used:
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Figure 6. Structural diagram of selection of the best variant under complete indefiniteness (uncertainty)
conditions

vector normalization (Hwang, Yoon, 1981), lin-
ear normalization (Weitendorf, Kérth, Stopp
methods) (Weitendorf, 1976; Korth, 1969; Stopp,
1975), non linear normalization (Peldschus
method) (Peldschus, 1986).

The particular normalization technique
applied may affect decision making to some
extent (Peldschus, 2001; Zavadskas, Peldschus,
Ustinovichius, 2003). The dimensionless values
used in applying matrix game theory to solve
the problems of construction investments
efficiency should satisfy the following
requirements:
¢ they should express the relationship with

an optimal value;
¢ they should be independent of the type of

matrix;
¢ they should remain unchanged for maxi-
mization and minimization under the same

per cent changes;
¢ optimal values can take any place in the
matrix.
To meet the above requirements the for-
mulas given below are suggested:

g}inaij é

bj = G ——3 if mingjis favourable
Ha H i
Hy B §)

bj = &———0, if maxajjis favourable
grag

here, a decision matrix is denoted by a
m; j=1, n.

Calculation of efficient strategies. The ap-
proach LEVI 3.0 is based on the following de-
cision making principles and rules: simple mini-

lj’ i=17
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max principle (Manteufel et al., 1977); extended
minimax principle (Manteufel et al., 1977); Wald
rule (Wald, 1945); Savage rule (Savage, 1951);
Hurwicz rule (Hurwicz, 1951); Bernoulli —
Laplace rule (Bernoulli, 1738); Bayes rule (Ar-
row, 1949); Hodges — Lehmann rule (Hodges,
Lehmann, 1952).

7. AMATHEMATICAL METHOD OF
DETERMINING INVESTMENT
EFFICIENCY

In real estate sector, especially in construc-
tion or purchasing of commercial buildings,
adequate evaluation of market development
and property management is of paramount
importance. To ensure the reliability of the in-
vestment projects, which is closely associated
with the appropriate research into the prob-
lems of market and property management and
processing of the data obtained, it is necessary
to define a set of criteria for the appropriate
building selection. A comprehensive analysis of
reliable market data is a most important fac-
tor for developing the construction investment
projects as well as for the selection of property
management project and the appropriate pro-
cessing of attributes by various mathematical
models (Ireland et al., 2002; Stasiulionis,
Ustinovicius, 2003).

The rent and market price of the premises
largely depend on the quality of the particular
building. Buildings are divided into three groups
(classes) according to construction quality: A,
B and C.

The requirements for office buildings of the
class A include air conditioners, modern lifts,
large parking area, good communication lines,
modern IT means, 24 hour guard, accessibility
for transport and good visibility. B class office
buildings are of sufficiently high quality, how-
ever, they may lack lifts, air conditioners or
sufficient parking space. C class offices are of
satisfactory quality, being located in old build-
ings. They often do not meet any of the re-
quirements for A class buildings.

Analysis of office repair, initial pur-
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chase and sale prices in the city of Vilnius.
On the basis of the calculations made, the table
and cost graphs were drawn showing the de-
pendence of estimated cost of 1 m? of total of-
fice area on the class of a commercial building
(Ustinovichius, Podvezko, 2003). The graph is
rather subjective, because cost estimation of
building finishing is a complicated problem,
associated with individual, often unique fea-
tures of the particular buildings. Therefore, the
costs are estimated in terms of the intervals
separating the maximum and minimum costs.
Further, cost level in graphs is represented as
bars (not lines).

Cost analysis of office buildings. The cost of
1 m? office area in a repaired building depends
on the grade (A, B, C) and largely on its loca-
tion. The city area may be divided into zones
of buildings practically of similar classes. How-
ever, there will be some differences between
the buildings of the same class, depending on
the location of a particular building. This is why
costs of office area are represented in terms of
intervals (separating the maximum and mini-
mum cost prices).

Initial price of purchasing non - re-
paired offices. The price of such offices de-
pends primarily on their location. A division of
the city areas is similar to that used for sale
price analysis.

Fundamental principles of mathemati-
cal modelling. Mathematical modelling can
be used for determining the efficiency of the
investment projects. A mathematical method
offered by the author for evaluating the effi-
ciency of investment in the commercial build-
ing purchase, repair and sale is given below.
In developing this method much attention is
paid to the accuracy of the initial data and in-
vestment risk analysis. Notations: k — class of
building; £ = 1, 2, 3 (k[N]);, r — district No;
P(k) — building sale price; P, . (k), P, (k) —
minimum and maximum price; R, ; (k),
Rmax(k) — minimum and maximum Tepair cost
(the initial purchase cost included); P(k), R(k)
— average prices, respectively.

Based on the statistical data P k),

min(
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P, ..k, R, . (k) R (k) where k=k,, ,
kpintl, ..., k. (in our case, k=1, 2, 3) inter-
polation polynomials of n=k,, &, . degree (in
our case, second order parabole n=3-1=2), are
obtained, which are written as
ak'"+a K"+ ..+ak+ a, forall dependent

mln(k) Pmax k 4 P(k) R(k) len

ax(K), where variable k is changing contmu-
ously, rather than discretely: K, <k<k .
This set is denoted by K.

Determining zones of various investment risk
exposure. Risk zones may be defined as risk —
free, normal risk, high risk zones and a zone
of losses. Their detailed analysis is given be-
low.

Risk — free zone of investment. This is an
area where the minimum sale price of premises

P, . (k) is higher than the maximum price of
repaired building R, , (k) (initial purchase price
included), i.e. a set & of values K satisfying
this inequality, Pp, (k) Rpa K ) 0.This set
may be empty [ot representing a combina-
tion of separate interval sections from

K Cfichn. ke

Normal risk zone of investment K_. This is
zone K where average sale price P(k) is
higher than average repair price R(k Yinitial
purchase cost included), except for risk — free
investment zone K,: K_ =K \K, .

High risk investment zone K, _and zone of
losses K_. These two zones may be defined

mzn

Table 1. Models for determining risk zones

simultaneously, or Ko may be determined af-
ter K.
Zone of investment losses K_ (if any) is a
zone where the maximum sale price of premises
P, ..(k) is lower than the minimum repair cost
(primary purchase price included) R, . .
Mathematical model of cost analysis of
office repair, purchase and sale in Vilnius.
Based on a correlation analysis of the data, ma-
jor relationships were determined, which make
a model for determining the value of repair
purchase and sale of Vilnius office buildings.
Models for determining risk zones of
Investment in office buildings. A set of re-
lationships obtained can be used for develop-
ing mathematical models for determining vari-
ous types of investment risk zones (Table 1).
By applying the defined mathematical mod-
els, the graphs of distribution of various invest-
ment risk zones in Vilnius districts were plot-
ted (graphs of individual districts are shown in
(Ustinovichius, Podvezko, 2003).

8. CONCLUSIONS

1. A complex analysis of methods and tech-
niques currently used by the researchers of
various countries to determine the efficiency
of investments was made. It was found that
currently used methods have not a few draw-
backs, therefore, their application can result
in lower construction investment efficiency.

No. Model application Model expression

L Risk-freeinvesiment — p & (¢} R o K ) ~12655+ 635,6k + 596,37r ~77,86k” -
-8218r + 10,096k + 4,3658r 3

2 Normalrisk - zones Pk )- R(k )= - 734,44+ 553,04k + 721,84r — 291,49k 2 -
~105,94r2 + 5,418k> + 5,6829r 3

3 Highriskandlosseszones R . (k) P, K ) 836,13- 788,28k - 847,3r + 544,05k ? +

+129,7r2 -0,74k3 - 7r°
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Advantages and disadvantages of commonly
used decision making methods were described
and it was stated that the particular features
of the above techniques should be assessed by
applying them to actual problems of decision
making. It was found that verbal methods could
be most advantageously used for evaluating
the efficiency of construction investments.

2. A classification of the construction invest-
ment projects and problems aimed at determin-
ing their efficiency was made. The subgroups
of buildings allowing for the application of simi-
lar criteria for efficiency evaluation and pref-
erence ordering were determined. The stages
of efficiency evaluation of construction invest-
ments were outlined. The overall efficiency of
construction investments projects was deter-
mined on the basis of the efficiency evaluation
results obtained at every stage.

3. A family of MADM methods to solve the
problems of evaluating the efficiency of con-
struction and reconstruction investment
projects was created. The new developments
include:

* A quantitative multicriteria approach
MKDM1 to be used for determining
investment efficiency based on precisely
defined quantitative attributes was de-
veloped. A technique for determining
aggregate weights of attributes was cre-
ated within this approach. It can be used
when a considerable difference between
objective and subjective weights of at-
tributes is observed. A method of
pairwise comparison expertise for de-
termining the preference of attribute
weights was refined. This method pro-
vides an additional means of checking
the concordance of experts’ judgements
and the reliability of their evaluation.
The iterative multicriteria decision ap-
proach suggested by the author yields
more precise multicriteria evaluation,
as well as providing generalized descrip-
tion of the results obtained by decision
making methods and drawing the con-
clusions.
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e ELECTRE III and ELECTRE IV
techniques were implemented. They can
be used to evaluate the efficiency of
construction investment problems when
the quantitative and qualitative crite-
ria are described in terms of thresholds
(preference, indifference and veto
thresholds). It was found that
ELECTRE IV technique based on a set
of dominated criteria is most efficient
in evaluating the financing startegies
in construction. In determining the sit-
ing strategy for commercial buildings a
decision making technique ELECTRE
IIT was found to be more efficient.

* A verbal approach SNOD (Scale of Nor-
malized and Ordered Differences) was
developed for determining the efficiency
of construction and reconstruction
projects. From psychological perspec-
tive, SNOD applies rather simple pref-
erence ordering procedures. The dia-
logue is based on every — day language
familiar to the decision maker. Quanti-
tative and qualitative criteria are used
in the framework of this approach.

* A newly developed method LEVI 3.0 is
based on a set of game theory principles
(optimization criteria). The application
of the suggested technique results in
more reliable decision making.

4. A mathematical model to determine the
efficiency of investment in commercial build-
ings (for purchasing, sale and repairs) was de-
veloped. Based on this model, the expected
profit and risks of the project may be assessed.
Initial data are given and analysed in terms of
minimum and maximum intervals of values.
This approach allows us to increase the accu-
racy of the results obtained and to evaluate
project risks based on the developed risk zones
classification determining the extent of risk
exposure of the project considered.

5. Multicriteria decision support system to
solve construction investment problems, allow-
ing the comprehensive analysis of construction
investment efficiency to be made is created.
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The system includes a set of multicriteria de-
cision methods, a mathematical model for
evaluating construction investments and a syn-
thesis method DSS1 created by the author for
selecting efficient building design, technologi-
cal and organization projects.
¢ A synthesis approach DSS1 to select
optimal design, technological and orga-
nizational projects, providing the user
with a set of preference orders of syn-
thesized variants, was developed.
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