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ABSTRACT. This paper investigates forecasting accuracy of four different hedonic approaches, 
when vacant urban land prices are predicted in local markets. The investigated hedonic ap-
proaches are: 1) ordinary least squares estimation, 2) robust MM-estimation, 3) structural 
time series estimation and 4) robust local regression. Post-sample predictive testing indicated 
that more accurate predictions are obtained if the unorthodox methods of this paper are used 
instead of the conventional least squares estimation. In particular, the predictive unbiassness 
can signifi cantly be improved when using the unconventional hedonic methods of the study. 
The paper also studied the structure of urban land prices. The most important attribute vari-
ables in explaining land prices were permitted building volume, house price index, northing and 
easting. The infl uence of parcel size variable and different indicator variables on land prices 
were much weaker.
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1. INTRODUCTION

Hedonic methods are often advocated in 
complex land valuation assignments in order 
to objectively minimise the systematic valu-
ation error and in order to produce the nec-
essary quality-adjustments, which stem from 
the differentiated nature of separate land par-
cels, validly and reliably. However, the use of 
hedonic models is plagued with some funda-
mental problems imposing serious threats to 
their empirical adequacy. These fundamental 
dilemmas include: (1) the temporal variabil-
ity of land prices, (2) the spatial variability 
of land prices, (3) the model specifi cation di-
lemma and (4) outlying and infl uential obser-
vations. 

When investigating the temporal dimension 
of land prices it is important to understand 
that the behaviour of land prices is generally 
nonstationary. This is a typical characteristic 
of many economic time series, which means 
that the data-generating process that produces 
the observables is itself transient in time. The 
effect of time is also multidimensional: Often 
we can legitimately separate from each other 
the price trend, the price cycle, seasonal varia-
tion and random variation. Traditionally, when 
modelling temporal land price movements, the 
effect of time has been tried to reduce to the 
variation of cost-of-living index or house price 
index, which have subsequently been used as 
explanatory variables in a hedonic regression. 
Also the indicator variable technique (i.e. by 



using yearly time dummy variables) has been 
a very popular approach when analysing the 
temporal dimension of land prices. These ap-
proaches contain problems mainly because the 
infl uence of time can only be estimated in a 
manner, which is not very accurate in practice. 
Structural time series models, on the other 
hand, usually provide a more accurate descrip-
tion about temporal movements. 

The spatial variation of land prices can be 
divided to the spatial heterogeneity and spa-
tial dependency. Spatial heterogeneity im-
plies that functional forms and parameters 
vary with location and are not homogeneous 
throughout the data set, whereas spatial de-
pendence implies that the variation is a func-
tion of distance. The spatial dependency prob-
lem can usually be solved by including location 
or some distance variables into a hedonic re-
gression as explanatory variables. The spatial 
heterogeneity problem is usually more prob-
lematic: One natural solution would be to nar-
row the analyses into reasonably small sub-
markets, which homogenises the data. How-
ever, in practise this operation is not typically 
feasible due to the scarcity of observations 
for the hedonic modelling purposes. Adaptive 
modelling techniques, such as local regression, 
usually provide a better solution to the spatial 
heterogeneity problem in that they possess a 
spatial adaptation property and thus explicitly 
address the spatial heterogeneity problem.

The model specification dilemma can be 
solved by three different ways: (1) parametri-
cally, (2) semiparametrically and (3) nonpara-
metrically. Parametric modelling is the classi-
cal approach in the hedonic modelling of land 
prices, which is theory-laden because pre-spec-
ifi ed functional forms are used in the analysis. 
Nonparametric techniques are on the other 
hand data-driven, very fl exible tools and semi-
parametric techniques combine features from 
parametric and nonparametric approaches. 
The exact research problem determines what 
approach should be used. Generally, nonpara-

metric methods are useful when associations 
between variables are complex (i.e. highly 
nonlinear) and theoretically unknown. Para-
metric models apply well to a less complex set-
ting where there exists valid prior knowledge 
about model’s functional form. Irrespective of 
a chosen approach the model specifi cation di-
lemma contains the choice of a hedonic model’s 
functional form, the selection of relevant study 
variables and an error distribution assump-
tion. And it should be noted that the result 
depends on the chosen scale, which is often, 
however, implicit.

Parametric models that represent data mod-
elling culture (Breiman, 2001) have formed the 
conventional dogma of hedonic pricing methods 
in land price studies, where prespecifi ed global 
models are estimated by means of ordinarily 
least squares or some modification thereof. 
Benefi ts of parametric approaches undeniably 
include: simplicity, interpretability, parsimo-
ny and comprehensive statistical theory. The 
fundamental obstacle, however, under-lying 
the general use of parametric models is their 
inflexibility, i.e. inability to learn genuine 
structure about the hedonic relationship from 
the evidence in such decision-making settings, 
where theoretically unknown nonlinearity is 
expected. This is the typical case when the 
effects of variables representing location and 
time are considered (McMillen and Thorsnes, 
2003). The conventional result is that even the 
best parametric model tends to impose restric-
tions that substantially reduce the explanatory 
and predictive power of hedonic equation (Pace, 
1993 and 1995; Anglin and Gencay, 1996; in-
ter alia). Unless the theory-laden paramet-
ric model coincides with the data-generating 
process, profound mis-specifi cation errors may 
result imposing serious threats to their empiri-
cal validity.

Semiparametric and nonparametric ap-
proaches are representative of algorithmic 
modelling culture (Breiman, 2001) that empha-
sise aspects of learning the complex structure 
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from the available facts and adaptability to the 
features underlying the data. Semiparametric 
estimators are, more precisely, an intermediate 
strategy between theory-laden and data-driven 
estimators that have restricted learning abil-
ity, i.e. semiparametric estimators can approx-
imate functions only within some prespecifi ed 
classes. Their practical relevance is mainly in 
balancing the dual goals of low specifi cation er-
ror and high effi ciency (Pace, 1995; Anglin and 
Gencay, 1996) and in enchaining the interpret-
ability of results. Nonparametric estimators 
are by their nature highly fl exible and, thus, 
capable of approximating very general classes 
of functions (e.g. smooth functions, square in-
tegrable functions) that does not require any 
restrictive, unwarranted prespecification of 
the functional form of mean response function 
(nor any specifi c error distribution assump-
tion). This renders nonparametric estimators 
to be powerful data-driven tools, albeit highly 
sensitive to the problem of undersmoothing or 
overfi tting, if local estimation is implemented 
unduly.

Outlying and infl uential observations are 
very common in the land value studies, which 
may be genuine, faultless values, generated 
under conditions of some untypical factors 
or they can contain different errors (such as 
recording and measurement error; wrong 
population, etc.). Traditional hedonic model-
ling techniques, especially the ordinary least 
squares technique, are sensitive to outlying ob-
servations; even a single outlier can drastically 
change the results and misguide the inferenc-
es. In fact, a single suffi ciently deviating data 
point can cause that the least squares estima-
tor breaks down and generates results that are 
utterly unreliable and uninformative. Robust 
methods such as MM-estimation, on the con-
trary, are not sensitive to outliers or infl uen-
tial observations and, therefore, can tolerate 
a certain amount of bad observations without 
the fear that the estimator breaks down and 
produces completely useless results.   

2. THE RESEARCH PROBLEM

In this study four different hedonic model-
ling approaches are empirically compared to-
gether when urban land prices are modelled 
in a local market of Espoo, Finland. The fi ts 
are analysed and post-sample predictions are 
calculated across different modelling schemes. 
The main research question is: “Which ap-
proach produces the most accurate post-sample 
predictions with the given vacant urban land 
price data?” The forecasting accuracy is per-
haps the most important operation criterion, 
which determines the much of the utility of 
the corresponding hedonic model. Generally, 
for any valuation method to have a suffi cient 
degree of validity it must produce an accurate 
prediction of the most probable market price 
of a land parcel.   

The four different hedonic approaches that 
are investigated in this paper consist of:

Ordinary least squares estimation.1) 
Robust MM-estimation.2) 
Structural time series estimation.3) 
Robust local regression.4) 

Ordinary least squares estimation and ro-
bust MM-estimation represent parametric he-
donic methods, structural time series estima-
tion is a semiparametric hedonic method and 
robust local regression is a nonparametric he-
donic method.

Post-sample predictions are analysed using 
six different predictive accuracy indicators, 
which are: 1) mean prediction error, 2) mean 
absolute percentage error, 3) mean absolute 
error, 4) root mean squared error, 5) correla-
tion coeffi cient and 6) gravity. 

3. PREVIOUS RELATED RESEARCH1  

Most of the hedonic modelling studies in 
land markets have been based on the ordi-
nary least squares estimation, yet some non-
parametric and semiparametric estimation 
techniques have also been applied. However, 
none of the hedonic studies has been focused 
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on the issue of land price prediction, which is 
the main focus in this paper.  

Shimizu and Nishimura (2007) estimated 
using ordinary least squares hedonic price 
equations of commercial and residential land 
prices in Tokyo for a 25-year period (from 1975 
to 1999) and investigated possible structural 
changes in these price equations. They fi nd 
that the price structure differed signifi cantly 
among locations refl ecting differences in sup-
plier pricing and end-user preferences. They 
also found signifi cant structural changes in 
the underlying price structure, identifying pre-
bubble, bubble and post-bubble periods. 

Colwell and Munneke (2003) examined ur-
ban land prices within a nonparametric frame-
work using piecewise parabolic regression with 
specifi c interest in the land price gradient with 
respect to distance from the inner city. They 
concluded that the piecewise parabolic regres-
sion is an amazingly fl exible technique, which 
can be used to represent very complex land 
value functions. 

Clapp et al. (2001) estimated a hedonic 
price index equation to determine the value 
of land under residential structures in Fairfax 
county, Virginia at various points in time over 
the 1975 to 1992 time frame. A set of three si-
multaneous equations explained land value to-
gether with changes in population density and 
the percentage working at home. The method 
of estimation was ordinary least squares. They 
stressed the importance of dealing with the 
double simultaneity issue and found that the 
land-value surface has changed dramatically 
over time.

Lin and Evans (2000) investigated the rela-
tionship between the price of land and size of 
plot when plots were small. They used a land 
price data from the city of Taipei, Taiwan. 
They found that the price of land per unit of 
area increases with lot size.  

Colwell and Munneke (1999) investigated 
spatial dimension to the concavity in the total 
price and parcel size relationship, when the 
dataset consisted of sales of vacant residen-

tial, commercial and industrial land in Cook 
County, Illinois during the time period of 1986 
to 1993. They used ordinary least squares and 
found that concavity is higher in the rest of 
Cook County than in the CBD for all three 
land-use types.  

Thorsnes and McMillen (1998) used a semi-
parametric estimator to analyse the relation-
ship between land values and parcel size in 
the Portland, Oregon, metropolitan area. The 
value-size relationship was estimated nonpar-
ametrically and a simple log-linear parametric 
relationship was assumed for the rest of the 
model. They found that ordinary least squares 
and semiparametric estimates imply similar 
results: There was a concave value-size rela-
tionship meaning that subdivision costs cause 
large parcels to trade at a discount. 

Colwell (1998) investigated a nonparamet-
ric method, a piecewise parabolic regression 
analysis, for estimating spatial land price 
functions in the Chicago CBD. The independ-
ent variables were barycentric coordinates that 
uniquely described the location of observations 
in space. Colwell found that this nonparamet-
ric method goes a long toward solving the 
problem of the spatial correlation of residuals, 
which affects most hedonic models.  

Atack and Margo (1998) investigated using 
ordinary least squares a simple monocentric 
urban model of the price of vacant land in 
Manhattan in the time frame of 1835 to 1900. 
They also found that vacant land in Manhat-
tan was price elastic with respect to distance 
from the CBD in 1845 but becomes price in-
elastic in the post-Civil War period. 

Colwell and Munneke (1997) studied the 
structure of urban land prices in Chicago us-
ing data from the sales of commercial, residen-
tial and industrial land during the time period 
of 1986 to 1992. The method of estimation was 
ordinary least squares (and multinomial logit 
estimation to control for possible sample selec-
tion bias).They found evidence that land prices 
are non-linear in nature and that land prices 
are concave in parcel size.  
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McMillen (1996) analysed locally weighted 
regression in modelling land prices in Chica-
go using two different data sets from 1836 to 
1990. Two parametric models were estimated: 
a simple monocentric model and a more fl ex-
ible spatial expansion model. These fi ts were 
compared to local linear regression estimates, 
which locally estimated the spatial expansion 
model. McMillen also demonstrated that lo-
cal regression is useful for both prediction as 
well as testing hypothesises in land markets. 
McMillen summarised: ”Locally weighted re-
gression is a useful tool for spatial modelling. 
Nonlinearity is handled directly and simply”.  

4. HEDONIC METHODS OF THE STUDY

4.1. Ordinary least squares estimation

Ordinary least squares estimation is by far 
the most applied hedonic method in practice. 
This is a parametric estimator where the form 
of hedonic function is specifi ed before seeing 
the data. The only aspects that are determined 
from the data are the hedonic prices of differ-
ent attribute variables. 

The conventional hedonic regression ap-
proach that is based on ordinary least squares 
is an appropriate modelling context, strictly 
speaking, if the interest solely focuses on the 
cross-sectional variation of the hedonic prices 
and if the problem due to spatial heterogene-
ity can adequately be addressed. When tem-
poral aspects are analysed with the ordinary 
least squares estimator, several problems are 
encountered. According to Scwann (1998) the 
core problem in local markets is the lack of 
suffi cient degrees of freedom, since estimation 
involves an extensive set of time-indexed dum-
my variables along with other regressors, at 
least one for each time period. Even if the lo-
cality of the markets imposes no dilemma, the 
major weakness of these methods remains: pa-
rameters values in one period do not affect the 
values of parameters in other periods (Francke 
and Vos, 2004).    

Some nonlinear features can be accounted 
by the ordinary least squares estimator e.g. by 
using the double-log model specifi cation. How-
ever, many nonlinear features are in any case 
omitted if the orthodox least squares estima-
tor is applied. As a result, the ordinary least 
squares estimation produces only a coarse 
description about the actual dependencies 
between the regressand and the regressors. 
Whether this approximation is satisfactory in 
practise depends largely on the predictive ac-
curacy of the estimated hedonic model. 

The time element is estimated by the OLS 
using house-price index measure. The main 
idea is then that the temporal variability can 
be reduced to that of the variability in that 
index. Time indexed dummy variables were 
not used, on the one hand, because of high col-
linearity between the different indicators and, 
on the other hand, because the use of house 
price index variable tend to produce a better 
approximation to temporal movements than by 
simply using time indicators. 

4.2. Robust MM-estimation

The aim of robust statistics is to investigate 
the behaviour of estimators, when the basic 
modelling assumptions (linearity, normality, 
independence, etc.) are not exactly valid but 
are at most approximations to reality. To put 
it slightly differently, the basic aims of robust 
statistics are (Hampel et al., 1986, p. 11): 

To describe a structure best fi tting the  •
bulk of the data.
To identify deviating data points (out- •
liers) or deviating substructures for fur-
ther treatment.
To identify and give a warning about  •
highly infl uential data points (leverage 
points).
To deal with unspecifi ed serial correla- •
tions, or more generally, with deviations 
from the assumed correlation struc-
tures.
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In practice the approximate nature of he-
donic models is largely result of the occurrence 
of gross errors, the empirical character of mod-
els and only partial validity of theoretical mod-
el-ling assumptions. In general, the hedonic 
model can be considered as robust if:

It is reasonably unbiased and effi cient. •
Small deviations from the hedonic mod- •
el assumptions will not substantially 
impair the performance of the hedonic 
model.
Somewhat larger deviations will not in- •
validate the hedonic model completely.

In this study a very fault tolerant and 
computationally intensive method, the three-
stage MM-estimation, is analysed in the he-
donic modelling of land prices. This estimator 
is parametric in nature, i.e. the model struc-
ture is fi xed in advance. In the fi rst phase of 
the MM-estimation is calculated a regression 
estimate, which is consistent and have a high 
break-down point, but is not necessarily effi -
cient. In the second phase the scale of errors 
is estimated, which is based on the residuals 
of the fi rst phase. In the third phase is cal-
culated the M-estimate of the hedonic prices. 
The breakdown point the MM-estimator is 
the highest, i.e. 50% of the data can be cor-
rupted before the estimator provides useless 
results. 

The computational algorithm used to de-
rive the hedonic prices is a variant of iterative 
re-weighted least squares, which is applied in 
the M-estimation. Iterative solution is needed 
because weights depend on residuals, residu-
als depend on estimated hedonic prices and he-
donic prices depend on weights. Lets assume 
that we have an initial estimate of hedonic 
prices, , and its deviation measure s2. Lets 
defi ne the weights:

         

(1)

where ψ1 is double-weighted objective function, 
ri(β) are residuals and s is a measure of scale. 
Then lets defi ne:

                                
(2)

and

 
,
                           

(3)

where – g(β) is the gradient of residuals sum of 
squares. Now the applied iterative formula for 
the derivation of hedonic prices can be writ-
ten:

 
,
          

(4)

where Δ(β) = M–1(β)g(β). The integer k is cho-
sen so that the left side of the inequality:

 

                                 
(5)

is minimised and 0 < δ < 1. 

 The time element is estimated by the MM-
method using house-price index measure. 

4.3. Structural time series models

The variation of observed land prices is a 
combination of cross-sectional and time-series 
variations (Schulz, 2003, p. 58). Besides the 
spatial characteristics, the selling date is an 
important attribute in explaining the evolu-
tion of market prices through the fl ux of time 
which itself is directly an unobservable quan-
tity, i.e. time is a latent variable. What we 
can observe are different states that occur in 
a predefi ned submarket and changes that they 
cause in prices in that market area. (Francke 
and Vos, 2004)  

The time-series or temporal variation is a 
result of changing market conditions, which 
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are driven by, among others, changes in con-
sumers’ preferences, investors’ expectations 
and technological advantages. The temporal 
variation can be understood as representing 
that part of price variation that is more or less 
common to all parcels of land in the same sub-
market (Schulz and Werwatz, 2004). An em-
pirical model of land prices has to recognize 
these two different, yet closely related sources 
of variations.

Given the special characteristics of land 
markets one natural solution to the dual prob-
lem of hedonic modelling caused by spatio-
temporal variation is combine the fl exibility of 
a time series model with that of the interpreta-
tion of a regression. This is the underlying ra-
tionale in the structural time series approach: 
the observations are directly made up of trend, 
cycle, seasonal, and regression components 
plus error. In essence, structural time series 
models can be thought of as regression models 
in which explanatory variables are functions 
of time and the parameters are time-varying 
(Harvey, 1997). 

Structural time series methods can also be 
understood as semiparametric estimators that 
combine many of the benefi ts of parametric and 
nonparametric estimators; temporal variability 
of land prices is estimated in a nonparametric 
fashion, which permits the effect of time to be 
linear, convex and concave in different regions, 
whereas the hedonic prices of attribute vari-
ables are estimated in a parametric manner.

When considering the determination of he-
donic prices in land markets and, specifi cally 
the temporal dimension, there are several 
benefi ts in using the structural time series 
approach and the associated state space form 
as compared to the Box-Jenkins ARIMA meth-
odology. These include (Harvey and Shephard, 
1993; Harvey, 1997; Durbin and Koopman, 
2002, p. 51–53):

Structural analysis of the problem. Differ- •
ent components that make up the series, 
including the regression elements, are mod-

elled explicitly when, in contrast, the Box-
Jenkins approach is a sort of “black box”. 
A structural model provides not only the 
forecasts of the series but also presents a 
set of stylised facts. Also a structural model 
can be handled within a unifi ed statistical 
framework that produces optimal estimates 
with well-defi ned properties.    
Management of nonstationarity. In a struc- •
tural model nonstationarity can be handled 
conveniently by unobserved components 
without the need of differencing any vari-
ables. By comparison, in the Box-Jenkins 
approach the stationary is assumed, and 
nonstationary components of the series are 
usually eliminated by differencing the vari-
ables, which results to a potential loss of 
valuable long-term information. Further-
more, the standard unobserved component 
models are simple, yet effective, leading to 
parsimonious representations for the sys-
tems. 
Generality. Multivariate observations can  •
easily be handled with structural models, 
which cover as special cases a wide range of 
econometric models (including all ARIMA 
models). Explanatory variables can be in-
troduced into the model structure and the 
associated regression coeffi cients (hedonic 
prices) can be permitted to vary stochasti-
cally over time if needed. Different kinds 
of intervention variables can be specifi ed 
and lagged values of dependent as well as 
explanatory variables can be incorporated 
to a model. Missing observations and vary-
ing dimensionality of observations are is-
sues that are straightforward to deal with 
structural models.   
In this study the local level model or the 

random walk plus noise model is used to cap-
ture the underlying trend in the series. The 
local level model is the simplest, yet effective, 
structural trend model, which regards an ob-
servation on land price pt at time t as being 
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made up of an underlying level μt and an ir-
regular disturbance εt (Koopman et al., 1999; 
Durbin and Koopman, 2002, p. 44–45): 

          (6)

The underlying level μt is not directly ob-
servable. It is generated by a random walk, i.e. 
the level term in the current period is equal 
to the level term in the previous period plus 
a level disturbance term ηt. The effect of ηt is 
to allow the level of the trend to shift up and 
down. It is generally assumed that the level 
and irregular disturbances are mutually inde-
pendent and independent of μ0. The signal-to-

noise ratio  plays a vital role in deter-

mining how observations should be weighted 
for prediction and smoothing. Basically the 
higher q is, the greater is the discounting of 
past observations. The reduced form of local 
level model is ARIMA(0,1,1) with certain re-
strictions on the parameter space.

Cycles are characteristic to many economic 
time series as economy goes from boom to re-
cession and back again. These can be modelled 
in different ways, but in this study cycles are 
effectively presented as a mixture of sine and 
cosine waves with two parameters θ1 and θ2. If 
Ψt is a cyclical function of time with frequency 
λc that is measured in radians, then (Harvey 
and Shephard, 1993):

                     (7)

where the period of the cycle is ,

is the amplitude and  
is the phase. A stochastic cycle can be con-
structed recursively:

   
(8)

                 
where κt and κ′t are mutually uncorrelated 
with a common variance  . ρ ∈ [0,1] is a damp-

ing factor. Stationary models correspond to 
situations where ρ is strictly less than one. A 
fi rst-order autoregressive process is an impor-
tant limiting case of a stochastic cycle when a 
frequency λc is equal to 0 or π.

The calculations of unobserved components 
and hedonic prices are done by using the Ka-
lman fi ltering and smoothing recursions. These 
can be expressed as:

 ,                               (9)

 ,                   (10)

 ,                        (11)

 ,                             (12)

 , (13)

 ,               (14)

where pt is a N × 1 vector of observed land 
prices at time t, αt is a m × 1 state vector and 
β is a ( p + k) × 1 vector of unknown regression 
coeffi cients that are assumed to be constant3. 
Zt is a non-stochastic N × m matrix of cycle and 
trend components, Xt is a non-stochastic N × 
(p + k) matrix of observations on explanatory 
variables and εt  is a N × 1 vector of serially un-
correlated measurement errors with zero mean 
and covariance matrix Ht, i.e. E(εt ) = 0 and 
Var(εt) = Ht. Now Πt  is a m × m state transfer 
matrix, Wt is a m × (p + k) matrix, Rt  is a m × g 
matrix and ηt is a g × 1 vector of serially uncor-
related error terms with mean zero and covari-
ance matrix Qt, i.e. E(ηt) = 0  and Var(ηt) = Qt. 
The estimator of pt is . 
vt are one-step ahead prediction errors called 
innovations, which represents that part of the 
pt that cannot be predicted from the past. Ft 
is the conditional variance of the prediction er-
ror.

The basic Kalman fi ltering and smoothing 
recursions, which are described in the formu-
las 9-14, are supplemented in this research by 
a set of complementary vector and matrix re-
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cursions, because non-stationary components 
and fi xed regression effects are present. This 
is called an augmented Kalman fi lter (Koop-
man et al., 1999; Durbin and Koopman, 2002, 
p. 115–120), which is described by the equa-
tions:

 ,        
(15)

 ,            
(16)

 (17) 
                                            with A1|0 = W0B and B = (Bx,Bi) is a square 
selection matrix of zeros and ones and the 
subscripts x, i are related to regression and 
initial effects, respectively. The number of 
columns of Vt and A t+1|t is the same as in 
the matrix B.  is the so-
called Kalman gain. Now the one-step ahead 
prediction of the state vector and the associ-
ated mean square error matrix are given by:

 ,         (18)

               (19)                                                                          

The one-step ahead prediction errors and 
the associated mean square error matrix are 
given by:

 ,       (20)

                            (21)

The matrix inversions for Mt can be evalu-
ated in a manner similar to recursive regres-
sions (de Jong, 1991). 

4.4. Robust local regression4

Much of the aim of applied hedonic analy-
sis is to produce a reasonable approximation 
to the generally unknown mean response func-
tion. The primary implication of the theoreti-
cal literature concerning hedonic prices in the 
real estate markets is that hedonic relation-
ships are expected to be highly nonlinear due 
to their locational uniqueness that induces 

spational heterogeneity of regression surfaces 
(Wallace, 1996; McMillen and Thorsnes, 2003) 
that cannot be, in general, specifi ed a priori 
(Anglin and Gencay, 1996). Nonlinearity indi-
cates locally changing degrees of curvature in 
the hedonic function with non-constant char-
acteristic values.

Nonlinearity is a fundamental feature 
that characterise processes in the real estate 
markets imposing serious threats to empiri-
cal validity of hedonic models that in current 
practise are predominantly used. The complex 
question of validity underlying hedonic model 
specifi cation can be divided into three subprob-
lems that involve determining (Pace, 1993 and 
1995; Wallace, 1996):

the relevant set of response and at-(1) 
tribute variables;
the appropriate functional form between (2) 
these variables;
the adequate error distribution for in-(3) 
ference.

Economic theory and past experience usu-
ally provide useful a priori information of what 
variables should enter the model structure that 
substantially reduce the threat of omitted vari-
able bias. Phenomena in real estate markets 
are, however, strongly dependent on the par-
ticular submarket, time period and property 
type and, as a consequence, the selection of 
proper set of dependent and conditioning vari-
ables is partially an empirical question, too.    

Economic theory or previous experience 
rarely provides any specifi c, valid guidance on 
the choice of an appropriate functional form 
of the hedonic model (Pace, 1993 and 1995; 
Anglin and Gencay, 1996; Gencay and Yang, 
1996). A prespecifi ed functional form is, how-
ever, the fundamental assumption underlying 
the use of theory-laden parametric models; a 
poor choice imposes artifi cial structure on data 
and signifi cantly invalidates results of the sub-
sequent analysis5. In contrast, nonparametric 
techniques are data-driven, fl exible approach-
es that can learn much of the genuine struc-
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ture from available facts and, therefore, allow 
greatly reduced attention to the question of 
which functional form ought to be used.

Local regression techniques can signifi-
cantly reduce the mis-specifi cation error by 
letting the data to determine the appropriate 
functional relationship between the response 
and a set of attributes. Locally weighted re-
gression adapts locally to changing curvature 
in the hedonic surface by giving more weight 
to nearby observations (McMillen, 1996) and, 
therefore, can account for complex nonlinear 
patterns. The local adaptation property, which 
is achieved by parametric localization (Cleve-
land and Loader, 1996), makes it a highly at-
tractive tool for estimating spationally non-
homogeneous hedonic functions. Furthermore, 
any specifi c assumption underlying the error 
distribution can be relaxed and, in most cases, 
derived directly from the evidence e.g. by resa-
mpling techniques. 

Data on land prices are imperfect, which 
generate diffi cult problems with conventional 
parametric approaches. In particular, extreme 
points, infl uential and outlying observations, 
which might represent erroneous data or oth-
erwise refl ect unusual market conditions such 
as non-arm’s length transactions, can seriously 
undermine the performance of parametric esti-
mator. The results of locally weighted regres-
sion can be robustifi ed in a straightforward 
manner by a scheme, which is a variant of 
M-estimation. This simple régulation robuste 
typically offers enough protection against unu-
sual or aberrant observations. 

The local regression problem can be formal-
ized by using locally weighted least squares 
(e.g. Ruppert and Wand, 1994; Loader, 2004):

                                  (22)

where θ is the d + 1 vector of unknown coeffi -
cients and F(·) is a vector of basis polynomials. 
WH is a multivariate weight function and H½ 

is a bandwidth matrix.  The local least squares 
estimate of the unknown regression function 
f(x) is then6:

                   (23)

For local cubic regression e1 is a  

 
vector ha-

ving 1 in the fi rst entry and all other entries 0. 
For local quadratic and linear model the dimen-

sion of e1 is, respectively,  

and {1 + d} × 1. p = [p1, …, pn]′ is a vector of 
observed land prices and the data matrix X for 
the local cubic model is:

  
                                                            (24)    

where x(i) = (xi – x) and the vec-operator stacks 
the columns of (xi – x) (xi – x)′, each below the 
previous, but with entries above main diagonal 
omitted; ⊗ is the Knonecker (tensor) product. 
The local linear and quadratic model uses only 
the fi rst two and three, respectively, columns of 
the data matrix. The weight matrix is compo-
sed of  

The computational method for estimating 
the fi t at points of evaluation is based on a 
damped Newton-Raphson algorithm (Loader, 
1999, p. 209-211; Loader, 2004): 

                  
(25)

 is an estimate of the parameter vector 
θ at the k + 1 iteration. Here j is selected to 
be the smallest non-negative integer that re-
sults in an increase of the local log-likelihood 
at every step, and q is the usual score func-
tion. Furthermore, the Jacobian matrix can 
be expressed as J = D½P′ Σ PD½, where D 
is the matrix of diagonal elements of J = X′ 
WVX  with P and Σ representing, respectively, 
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the eigenvectors and eigenvalues of D½JD½. V 
is the diagonal observed information matrix. 
Since the sample sizes and the dimensions 
of attribute spaces are small in this study, 
direct evaluation of fi t is potentially feasible 
(although not applied) using the recursion of 
(25), which would mean that separate weight-
ed least squares regression is estimated for 
each data point, with more infl uence given to 
nearby observations.  

Direct evaluation is, however, computa-
tionally infeasible for larger data sets7 and 
for increased dimensions of attribute space; 
a general algorithm is needed to perform the 
selection of evaluation points, where the fi t 
is subsequently estimated. Tree-based struc-
tures are popular; in particular, the k-d-trees 
due to (Friedman, Bentley and Finkel, 1977) or 
growing adaptive trees (see, inter alia, Load-
er, 1999, p. 212–218). Different interpolation 
schemes (e.g. blending functions) can be used 
to defi ne the fi t elsewhere.

The time element is estimated by the local 
regression using house-price index measure. 

5. SAMPLE DATA

The sample data of this study involve ob-
servations on urban residential land prices 
and the associated characteristics in the mu-
nicipality of Espoo, a highly polycentric city8, 
which lies inside the Helsinki metropolitan 
area with circa 225 000 habitants; its popula-
tion is the second largest of the cities in Fin-
land, which has experienced a rapid growth in 
its late history. The study period is from Janu-
ary, 1985 to December, 2007 with total number 
of observations of 3149 that constitute a judge-
ment sample and cover phases of upward and 
rapid downward movements of land prices. In 
that period Finnish economy has experienced a 
great depression, which has had a major infl u-
ence of land prices also. The observations from 
the last year (total of 78) are held back for 
post-sample predictive testing; a choice which 
is a somewhat arbitrary and mainly dictated 
by practical valuation concerns. In Table 1 are 
documented some standard sample statistics 
for the study variables.

Table 1. Sample statistics of study variables

Variable Arithmetic mean Minimum Maximum Std. Deviation

Total sales price 191738.49 631.00 19450000.00 647188.81

Permitted building volume 736.23 30.00 54322.40 1750.24

Parcel size 2286.93 300.00 113000.00 4800.90

Northing 6677724.65 6668110.00 6781565.00 5954.26

Easting 2540238.28 2528820.00 3475399.47 17009.52

House price index 204.20 116.40 350.10 57.78

Presence of a shore indicator NA 0 1 NA

Presence of a shore NA indicator NA 0 1 NA

Housing block indicator NA 0 1 NA

Singly-family house indicator NA 0 1 NA

Row house indicator NA 0 1 NA

Municipality indicator NA 0 1 NA

Private person indicator NA 0 1 NA
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The total sales price is chosen as the proper 
dependent variable (instead of the unit price) 
after some empirical experimentation: The 
goodness-of-fi t statistics are much better when 
total sales price is explained by attribute vari-
ables. The unit of total sales price is €. Permit-
ted building volume and parcel size variables 
are expressed in square meters. Northing and 
easting represent co-ordinates in the Finnish 
KKJ-system. The house price index variable 
is a quality-adjusted measure of house prices 
in the Helsinki metropolitan area and it is 
unitless. There are also seven indicator vari-
ables in the data set that deserves a mention-
ing. Presence of a shore indicator receives a 
value of one if the land parcel is bordered on 
water system and null otherwise. Presence of 
a shore NA indicator receives a value of one, 
if it is not known whether the land parcel is 
bordered on water system and null otherwise. 
There existed 327 observations where it was 
not known whether it was bounded by a water 
system or not. Housing block indicator receives 
a value of one, if the intended use of the land 
in the detailed plan is multistorey apartment 

block and null otherwise9. Single-family house 
indicator receives a value of one if the intend-
ed use of the land in the detailed plan is for 
single-family houses and null otherwise. Row 
house indicator receives a value of one, if the 
intended use of the land in the detailed plan 
is for row houses and null otherwise. Munici-
pality indicator receives a value of one if the 
buyer of the land is a municipality and null 
otherwise. And fi nally, private person indica-
tor receives a value of one if the buyer of the 
land is a private person and null otherwise.

6. RESULTS OF HEDONIC 
MODEL ESTIMATION

6.1. Ordinary least squares estimation

Table 2 summarises the results of the ordi-
nary least squares estimation, in which double-
log model specifi cation is used (i.e. all quanti-
tative variables are logarithmised). The stand-
ard goodness-of-fi t statistics, the coeffi cient of 
determination and standard error of regres-
sion, indicate the fi t is quite good. In particu-

Table 2. Fit and hedonic prices from the ordinary least squares regression

Variable Coeffi cient Standard error t-value p-value

Constant 1658.300 152.110 10.90 0.0000
Permitted building volume 0.766 0.0182 42.01 0.0000
Parcel size 0.115 0.0191 6.04 0.0000
Northing -260.586 10.909 -23.89 0.0000
Easting 165.110 5.998 27.53 0.0000
House price index 1.455 0.0262 55.53 0.0000
Presence of a shore indicator -0.768 0.143 -5.38 0.0000
Singly-family house indicator 0.0807 0.0269 3.00 0.0027
Row house indicator 0.138 0.0404 3.42 0.0006
Municipality indicator -0.295 0.0671 -4.40 0.0000
Private person indicator -0.0619 0.0181 -3.42 0.0006
Presence of a shore NA indicator 0.0848 0.0235 3.61 0.0003

Coeffi cient of determination: 0.88
Number of outliers: 74

Standard error of regression: 0.37

M. Hannonen228



lar, the coeffi cient of determination statistics 
is over 0.70, which commonly used target in 
land valuation. Furthermore, the standard er-
ror of regression is below 0.40 indicating that 
the internal precision is acceptable. Statisti-
cally, four most signifi cant attribute variables 
are, respectively: house price index (t-value is 
55.53), permitted building volume (t-value is 
42.01), easting (t-value is 27.53) and north-
ing (t-value is -23.89). Furthermore, there are 
six statistically signifi cant indicator variables 
and parcel size variable in the hedonic model. 
However, these remaining seven attribute var-
iables explain the observed variability in land 
prices much less than the four most signifi cant 
attribute variables. All explanatory variables 
are plausible in sign and magnitude. Overall, 
74 outliers were dropped from the fi nal he-
donic model10. 

6.2. Robust MM-estimation

Table 3 summarises the results of the ro-
bust MM-estimation, in which double-log mod-
el specifi cation is used. The standard error of 
regression statistic indicates a slightly better 

fi t than in the case of ordinary least squares11. 
All explanatory variables are plausible in sign 
and magnitude. The standard error of regres-
sion statistic is below 0.40 indicating that the 
internal precision is acceptable. Statistically, 
four most signifi cant attribute variables are, 
respectively: easting (t-value is now increased 
to 143.62!), house price index (t-value is 56.26), 
permitted building volume (t-value is 46.19) 
and northing (t-value is -32.89). Furthermore, 
there are six statistically signifi cant indicator 
variables and parcel size variable in the hedon-
ic model. However, these remaining seven at-
tribute variables explain the observed variabil-
ity in land prices much less than the four most 
signifi cant attribute variables. No outliers were 
dropped from this hedonic model. Instead, the 
infl uence of aberrant observations was down 
weighted by using a specifi c weight function.

6.3. Structural time series models

Table 4 summarises the results of the struc-
tural time series estimation, in which double-
log model specifi cation is used for regression 
effects. The standard goodness-of-fit statis-

Table 3. Fit and hedonic prices from the MM-estimation

Variable Coeffi cient Standard error t-value p-value

Constant 1589.955 123.018 12.93 NA
Permitted building volume 0.774 0.0168 46.19 NA
Parcel size 0.109 0.0174 6.25 NA
Northing -257.274 7.823 -32.89 NA
Easting 166.216 1.157 143.62 NA
House price index 1.453 0.0258 56.26 NA
Presence of a shore indicator -0.867 0.133 -6.51 NA
Singly-family house indicator 0.0803 0.0258 3.11 NA
Row house indicator 0.182 0.0395 4.61 NA
Municipality indicator -0.313 0.0672 -4.66 NA
Private person indicator -0.0666 0.0177 -3.77 NA
Presence of a shore NA indicator 0.0665 0.0233 2.85 NA

Coeffi cient of determination: NA Standard error of regression: 0.34
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tics, the coeffi cient of determination and the 
standard error of regression, indicate the fi t 
is pretty good. In particular, the coeffi cient of 
determination statistics is 0.90 and the stand-
ard error of regression is below 0.34 indicat-
ing that the internal precision is acceptable12. 
Statistically, three most signifi cant attribute 
variables are, respectively: permitted build-
ing volume (t-value is 36.96), easting (t-value 
is 28.07) and northing (t-value is -24.79). The 
statistical signifi cance of the house price in-
dex variable is now signifi cantly reduced (the 
t-value is now only 6.61). The reason for this 
is that the unobserved components are, in fact, 
already revealing much of the same informa-
tion than the house price index variable. Fur-
thermore, there are six statistically signifi cant 
indicator variables and parcel size variable in 
the hedonic model. However, these remaining 
seven attribute variables explain the observed 
variability in land prices much less than the 

three most signifi cant attribute variables. All 
explanatory variables are plausible in sign and 
magnitude.

Structural time series model also uses unob-
served components to account for the temporal 
variability in the dependent variable. In Table 
4 there are three different unobserved compo-
nents in the model structure: the level term 
(which is the dynamic version of the constant 
variable), one cycle term (with two compo-
nents) and an 1st order autoregressive (AR(1)) 
process. The data analysed contained many 
outlying observations in terms of an unusual 
high value of standardised residual13. Instead 
of removing the outlier its effect was statis-
tically measured by an impulse intervention 
variable and the infl uence was subsequently 
included as part of the overall model specifi ca-
tion resulting to no loss of price information. 
In the fi nal hedonic model there are 73 im-
pulse intervention variables.

Table 4. Fit and hedonic prices from the structural time series estimation

Variable Coeffi cient Standard error t-value p-value

Level 1704.400 144.250 11.82 0.0000
Cycle (comp. #1) 0.0178 0.126 NA NA
Cycle (comp. #2) -0.00430 0.141 NA NA
AR(1) 0.0339 0.143 NA NA
Permitted building volume 0.7050 0.0190 36.96 0.0000
Parcel size 0.179 0.0195 9.19 0.0000
Northing -256.740 10.358 -24.79 0.0000
Easting 158.11 5.632 28.07 0.0000
House price index 0.927 0.140 6.61 0.0000
Presence of a shore indicator -1.101 0.146 -7.54 0.0000
Housing block indicator 0.168 0.0378 4.45 0.0000
Singly-family house indicator 0.123 0.0268 4.59 0.0000
Row house indicator 0.178 0.0398 4.46 0.0000
Municipality indicator -0.358 0.0630 -5.68 0.0000
Private person indicator -0.0811 0.0171 -4.74 0.0000

Coeffi cient of determination: 0.90
Number of interventions: 72

Standard error of regression: 0.34
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6.4. Robust local regression

Table 5 summarises the results of the ro-
bust local regression, in which local double-log 
model specifi cation is used. To avoid the curse 
of dimensionality, only the six most signifi cant 
variables from the ordinary least squares esti-
mation were included into fi nal model of local 
regression14. The overall in-sample fi t is bet-
ter than in the former approaches. The coeffi -
cient of determination statistic is 0.93 and the 
standard error of regression statistic is 0.29. 
Because the local regression is a nonpara-
metric method, there are no coeffi cient esti-
mates that can be reported15. No outliers were 
dropped from this hedonic model. Instead, the 
infl uence of aberrant observations was down 
weighted by use of M-estimation.

7. MEASURES OF PREDICTIVE 
ACCURACY

Predictive accuracy is perhaps the single 
most important operational criterion in the 
evaluation of performance of chosen hedonic 
model. The success of hedonic model-based 
forecast depends on (see, Hendry, 1997):

the existence of structure;(1) 
whether such structure is informative (2) 
about the future;
the proposed method capturing the (3) 
structure;

the exclusion of irregularities that (4) 
swamp the structure.

The aspects in (1)-(2) are characteristics of 
the economic system and the last two of the 
chosen forecasting method. When structure is 
understood as a systematic relation between 
the entity to be forecast and the available in-
formation, the conditions in (1)-(4) are suffi -
cient for forecastability.

There are numerous different indicators for 
post-sample predictive assessment of hedonic 
models (e.g. Case et al., 2004) and the relative 
ranking of the performance of various mod-
els varies according to the applied accuracy 
measure. Mean prediction error is evaluated 
in this study by the arithmetic average pre-
diction error, which measures the predictive 
unbiassness of the hedonic model. Two meas-
ures of strength of the association between 
predictions and observed out-of-sample land 
prices are reported. First, the usual correla-
tion coeffi cient is calculated, which is a useful 
measure of statistical relation in the case of 
normally distributed variables and when the 
focus is on the co-variation of variables. The 
major problem of using the classical correla-
tion measure in land valuation studies lies in 
its strong dependency on the normality as-
sumption, which is typically violated by the 
infl uence of aberrant error terms, whose effect 
is squared in the denominator, which, in turn, 

Table 5. Fit of the local regression

Variable Coeffi cient Standard error t-value p-value

Constant NA NA NA NA
Permitted building volume NA NA NA NA
Parcel size NA NA NA NA
Northing NA NA NA NA
Easting NA NA NA NA
House price index NA NA NA NA
Presence of a shore indicator NA NA NA NA

Coeffi cient of determination: 0.93 Standard error of regression: 0.29
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tend to lead to highly similar standard devia-
tions between different model alternatives. 
Secondly, the gravity (see McMillen, 2001) is 
reported that is not strongly dependent on any 
particular distributional assumptions. Gener-
ally, the gravity seems to be a viable measure 
of strength of association16.   

Root mean squared error (RMSE) is the 
most commonly used measure of success of nu-
meric prediction, which controls the reliability 
or variability of predictions. This statistic is 
very sensitive to outlying observations tend-
ing to exaggerate the variance of prediction er-
rors of model choices in which the prediction 
error is larger than the others (which is typi-
cal in land price studies). Mean absolute error 
(MAE) is generally a more appropriate indica-
tor of predictive variability, and is especially 
suitable in cases of outlying prediction errors. 
Widely used measure of predictive variability 
is mean absolute percentage error (MAPE) 
(see e.g. Makridakis and Hibon, 2000) which, 
however, has some problems of asymmetry 
and instability, when the data are small. 

8. FORECASTING ACCURACY OF 
DIFFERENT HEDONIC APPROACHES

Table 6 summarises the post-sample predic-
tion statistics for the four different approaches 
(ordinary least squares, MM-estimation, struc-

tural time series and local regression). Six dif-
ferent measures of predictive accuracy are re-
ported. First of all, the mean prediction error, 
which measures the predictive unbiassness, is 
signifi cantly reduced, when MM-estimation, 
structural time series or local regression is used 
instead of the orthodox ordinary least squares. 
The mean prediction error is 81% smaller, 
when MM-estimation is used, 64% smaller 
when structural time series is used and 59% 
smaller, when local regression is used, instead 
of ordinary least squares. It therefore seems 
that predictive validity can be signifi cantly 
improved when unorthodox methods (MM-es-
timation, structural time series, local regres-
sion) are applied. The mean prediction error is 
smallest when MM-estimation is used.

MAPE is useful predictive measure and 
usually in practice it is the measure we look-
ing for. Here all approaches produce an error, 
which is only a slight over 2%. The unortho-
dox approaches produce a smaller MAPE that 
the orthodox approach: Structural time series 
gives 7% smaller MAPE, MM-estimation gen-
erates 5.5% smaller MAPE and local regres-
sion produces 4.3% smaller MAPE than in 
the case of ordinary least squares. MAPE is 
smallest when structural time series are ap-
plied.

The unorthodox approaches all give the 
same RMSE of 0.18, whereas the ordinary 

Table 6. Post-sample prediction statistics for different approaches

Measure of 
predictive 
accuracy

Modelling approach

Ordinary least squares MM-estimation Structural time series Local regression

Mean predict. 
error

0.16 0.031 -0.057 0.066

MAPE 2.56 2.42 2.38 2.45
RMSE 0.20 0.18 0.18 0.18
MAE 0.31 0.29 0.28 0.29
Correlation 0.86 0.86 0.87 0.86
Gravity 2714 2936 2971 2891
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least squares produces RMSE of 0.20. It means 
that the unorthodox approaches produce a 
RMSE that is 10% smaller the one that is ob-
tained by ordinary least squares. MAE is a ro-
bust version of RMSE and it is usually more 
reliable indicator than RMSE. Again MAE is 
highest when ordinary least squares is used: 
Structural time series generates 9.7% small-
er MAE, MM-estimation and local regression 
produce 6.5% smaller MAE, when compared to 
the case of ordinary least squares.  

Correlation coeffi cients are very similar be-
tween the approaches, the only exception is the 
value underlying structural time series, which 
is 1% higher than in the other cases. When 
gravity is used there are more differences be-
tween the approaches: the highest association 
is obtained when structural time series is used 
and the lowest association is obtained when 
ordinary least squares is used. Specifi cally, 
structural time series produces 9.5% higher 
gravity, MM-estimation generates 8.2% higher 
gravity and local regression gives 6.5% higher 
gravity, when compared to the case of ordinary 
least squares estimation.

9. CONCLUSIONS

This paper has investigated the structure of 
urban residential land prices and, specifi cally, 
the predictive accuracy of hedonic models be-
tween four different approaches, when land 
prices are predicted in a local market. In this 
study applied hedonic approaches are: 1) ordi-
nary least squares estimation, 2) robust MM-
estimation, 3) structural time series estimation 
and 4) robust local regression. Ordinary least 
squares and robust MM-estimation are para-
metric methods, structural time series estima-
tion is a semi-parametric method and robust 
local regression is a nonparametric method.

Post-sample predictive assessment indicat-
ed that more precise predictions are obtained 
if the unorthodox methods of this study are 
used instead of the conventional least squares 

estimation. In particular, the predictive unbi-
assness can signifi cantly be improved, if we 
move from the orthodox least squares estima-
tion to using robust MM-estimation, structural 
time series estimation or robust local estima-
tion. All six different forecasting indicators 
were better (or at least equal) in the case of 
the non-standard hedonic methods. Among the 
four different hedonic approaches, in overall, 
fi nest post-sample predictions are produced by 
the structural time series estimation. 

The hedonic estimation revealed that there 
are four separate attribute variables that have 
an overriding effect of land prices. These inde-
pendent variables are: permitted building vol-
ume, house price index, northing and easting. 
The infl uence of parcel size variable and dif-
ferent indicator variables on land prices were 
much weaker. 

_____________

Notes
  1 This section reviews the hedonic price studies in 

land markets, which are presented in major scien-
tifi c journals since 1995. Major fi ndings, the data 
and the modelling methods are documented.  

  2 In the study these are obtained by using S-esti-
mation (Rousseeuw and Yohai, 1984).

  3 Regression coeffi cients can be time-varying, but 
this the representation used in the empirical 
section of the study. Here p and k denote the 
number quantitative and qualitative explanatory 
variables, respectively.

  4 Local regression means locally weighted regres-
sion, in which local polynomial functions are used 
in estimating the regression surface.

  5 In the parametric modelling context, a common 
solution to the problem of selecting an appropri-
ate functional form is to consider a set of para-
metric functions with the objective of fi nding a 
model structure that matches the evidence in 
most measurable respects. However, there is no 
clear evidence that this practice will be successful 
in avoiding functional form mis-specifi cation (An-
glin and Gencay, 1996; Hannonen, 2005). Speci-
fi cation searches can be highly time-consuming 
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and the intrinsic power of these specification 
tests is somewhat questionable.

  6 Assuming, as usual, that X′ WX is non-singular.
  7 Also visualisation of regression surfaces, variance 

functions etc. demands that a separate, reduced 
number of fi tting points are selected.

  8 Because of this polycentric nature numerous dis-
tance measures are needed to various subcenters. 
From the hedonic modelling viewpoint this cre-
ates problems of multicollinearity, when several 
distance measures are used. As a solution, no 
distance measures are used but the co-ordinates 
describing location are used instead.

  9 Intended use of all sites in this study is for hous-
ing so that there does not exist non-residential 
types of land use.

10 Outliers are considered here as those observa-
tions whose standardised residual is larger than 
3.5. This is a typical value in the Finnish practice 
when hedonic based land analysis is conducted.

11 The coeffi cient of determination statistic cannot 
be calculated in standard manner and thus it is 
not reported in the case of MM-estimation.

12 In fact, the standard error of regression statistic 
is now same as in the case of MM-estimation.

13 Intervention variables are used for those obser-
vations whose standardised residual is larger 
than 3.5.

14 In other words, only those attribute variables 
were included into the local regression from the 
ordinary least estimation with global double-log 
specifi cation whose t-values in absolute terms 
were higher than fi ve.

15 To be more specifi c, nonparametric estimators 
are, in fact, “over-parametric” in a sense that they 
generate an infi nite number of hedonic prices for 
each attribute depending on the values of that at-
tribute. In practice, for a particular characteristic 
a single representative hedonic price is often of 
direct interest and, consequently, some kind of 
average derivative is usually needed. However, 
there are problems in the average derivate esti-
mation, so that in this study no average hedonic 
prices are calculated.

16 Here gravity is calculated so that the weighted 
(by the area) inner product of predictions and re-
alisations is divided by the L2-distance between 
predictions and realisations.
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SANTRAUKA

ŽEMĖS KAINŲ MIESTUOSE PROGNOZĖS: KETURIŲ METODŲ PALYGINIMAS

Marko HANNONEN

Nagrinėjama, kokiu tikslumu keturi skirtingi hedonistiniai metodai prognozuoja laisvų žemės plotų kainas 
vietinėse miestų rinkose. Nagrinėti tokie hedonistiniai metodai: 1) mažiausiųjų kvadratų metodas, 2) daugy-
binių modelių vertinimas, 3) struktūrinių laiko eilučių vertinimas, 4) lokalinė regresinė analizė. Post-sample 
prognostinis testas parodė, kad tikslesnės prognozės gaunamos taikant netradicinius šiame darbe nurodytus 
metodus, o ne įprastą mažiausiųjų kvadratų metodą. Taikant netradicinius hedonistinius tyrimo metodus, 
gali gerokai padidėti prognozių nešališkumas. Darbe nagrinėta ir žemės kainų mieste struktūra. Aiškinant 
žemės kainas iš būdingų kintamųjų svarbiausi buvo leidžiamas pastato dydis, būsto kainų indeksas, sklypo 
padėtis. Sklypo dydžio kintamasis ir įvairių rodiklių kintamieji žemės kainoms turėjo daug mažesnę įtaką.


