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ABSTRACT. Managing a housing stock involves complex decision making such as the design of a mul-
tiyear action plan pertaining to the maintenance and upgrading of the properties. In order to address 
this problem, we developed a novel interactive decision support method (REMIND) to assist a hous-
ing stock manager in the progressive design and choice of a multiyear action plan based on multiple 
criteria. It uses a filtering approach both at the individual action level and at the global scenario level 
where the housing stock manager can gradually express preferences and conduct what-if analyses. An 
optimization component based on Tabu search allows the decision-maker to obtain a set of good plans 
from which he can choose the one to implement. The quality of a plan is defined in terms of how well 
it meets the goals on each criterion. The application of the method was tested in a leading French 
property management company.

KEYWORDS: Decision support; Multiyear action plan; Simulation; Strategic housing stock manage-
ment; Optimization

1. INTRODUCTION

The strategic management of a housing stock 
involves complex decision making such as the 
multiyear planning and scheduling of a set of 
improvement actions pertaining to the mainten-
ance and upgrading of the properties. The main 
challenge for manager is to choose and to sched-
ule, over a multiyear horizon, a subset of actions 
recommended by technical experts, subject to con-
straints such as limited financial and human re-
sources (Taillandier et al. 2009b). Many steps are 
involved in this strategic planning process, namely 
the choice of the appropriate actions to implement, 
the scheduling of the chosen actions, the design of 
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good scenarios or action plans and finally the selec-
tion of the best action plan to implement.

In order to address this situation, we devel-
oped a novel interactive dynamic decision support 
method to assist a housing stock manager in the 
progressive design and choice of a multiyear ac-
tion plan. We divided the process into four main 
phases: system modeling, retaining or excluding 
individual actions using filters, generating a set 
of good scenarios using an optimization approach, 
and finally selecting, among the scenarios, the ac-
tion plan to be implemented.

The method was implemented in a prototype 
and applied in an experiment conducted in collabo-
ration with a leading French company. An applica-
tion of the method is presented in section 3.
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2. METHOD DESCRIPTION

2.1. Overview of the decision support 
method

An earlier simplified version of the proposed meth-
od was used by a housing stock manager as de-
scribed in Taillandier et al. (2009b). However, it 
focused on individual properties on a yearly basis 
and did not allow for a global multiyear view of 
the housing stock. Furthermore, it did not contain 
provisions for obtaining an optimal global scenario. 
The lessons learned from this first experiment al-
lowed us to develop, REMIND (Real Estate Man-
agement INteractive Decision), the multicriteria 
decision support method described in this paper. 

2.1.1. An interactive multicriteria approach
Managing a housing stock involves multiple ob-
jectives that are often conflicting: maximizing the 
number of properties available for rent, ensuring 
a high level of security, providing a good level of 
comfort, minimizing maintenance costs, minimiz-
ing upgrade costs, etc. We therefore opted for a 
multicriteria approach in order to avoid the amal-
gamation of the various dimensions into a single 
value function (Taillandier et al. 2009a). Several 
arguments can be made in favor of a multi-criteria 
approach (Bouyssou 1993). A first argument is the 
ability to take into account, explicitly, various as-
pects of the impact of an action (Roy 1985). It is 
very difficult to arrive to a common understanding 
of the concrete consequences of an action, when 
different dimensions are amalgamated in a single 
criterion as is the case in single criterion approach-
es. A second argument in favor of a multi-criteria 
approach is the increased ability to capture along 
each dimension, the elements of uncertainty, 
vagueness, and imprecision of the data, thus 
avoiding the cumulative effects of errors. Finally, 
a multicriteria approach, through its explicit and 
transparent nature, favors a better understanding 
of the compromises inherent to all decisions. 

Multicriteria decision analysis has been applied 
in a variety of areas including location problems 
(Nickel et al. 2005), finance (Spronk et al. 2005), 
energy planning (Diakoulaki et al. 2005), telecom-
munication network planning and design (Climaco, 
Craveirinha 2005), sustainable development (Mun-
da 2005), water resources management (Hajkowicz, 
Collins 2007), and nuclear emergencies, (Musta-
joki et al. 2007). In particular, there are numerous 
multicriteria decision support systems using inter-
active approaches (Korhonen 2005; Miettinen et al. 
2008). However, in most of these approaches, the 

alternatives are assumed to be already available 
and defined either explicitly or implicitly by means 
of a mathematical model. Furthermore, it is often 
assumed that the criteria are quantitative (Narula 
et al. 2003; Trinkaus, Hanne 2005) and sometimes 
a stochastic component is present (Nowak 2006). 
This is not the case for the problem of property 
management that we address in this paper, where 
we adopt a constructive scenario-based approach 
aimed at designing acceptable scenarios rather 
than evaluating predefined alternatives (Stewart, 
Scott 1995). This is similar to constructing a port-
folio of activities where the objective is to select a 
subset of activities with the best overall value for 
a given budget (Phillips, Bana e Costa 2007; Mon-
tibeller et al. 2009). 

The method we designed is based on an in-
teractive approach where the housing manager 
gradually expresses his preferences to define fea-
sible solutions based on multiple criteria. A plan-
ning scenario is a combination of feasible actions 
scheduled in time and corresponds to a “composite 
alternative” in the decision making process. A so-
lution is the scenario or action plan selected for 
implementation. We opted for a filter-based ap-
proach that allows to discriminate between actions 
(at a local level) – or between scenarios (at a global 
level) based on specific criteria such as regulatory 
compliance or costs. The decision maker can thus 
express his preferences in order to build and evalu-
ate feasible alternatives, using both quantitative 
and qualitative criteria. Furthermore, he can see 
the impact of his expressed preferences, modify, or 
validate the retained actions. In addition, he may 
rewind at any time to test new filters and to gen-
erate other alternatives. This filtering approach 
may allow for a better acceptance of the decision 
by other actors since it keeps track of the rationale 
behind the process. 

2.1.2. The weights issue
Many decision support methods require the elicita-
tion of weights for the various criteria. In some 
of these methods, the weights are actually tech-
nical parameters and do not necessarily reflect the 
relative importance or criteria. Eliciting weights 
is often a difficult task although there are many 
methods to do so (Bana e Costa 1986; Keeney, 
Raiffa 1976; Kodikara et al. 2010; Yeh et al. 1999). 
Furthermore, it is often a challenge to obtain pre-
cise weights with limited variability and uncer-
tainty (Churchman, Ackoff 1954; Gershon 1984; 
Schärlig 1985; Vansnick 1986). In addition, pref-
erences and the relative importance of the criter-
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ia may change as a function of the performance 
level attained (Taillandier, Abi-Zeid 2013). For 
example, the security aspect may be considered 
to be very important up to a certain point, after 
which it becomes secondary once the baseline has 
been achieved. Also, when the impact of the vari-
ous trade-offs is not fully understood, it may be 
difficult to express genuine preferences.

This raises a second problem with preferences. 
For many decision problems, preference of one cri-
terion over another can be stable for an individual. 
However, there are situations where it is not the 
case (Schärlig 1985). This is quite common when a 
set of actions must be chosen to constitute a scen-
ario (the case for housing stock management) as 
opposed to a single action scenario. For example, 
one can focus on the environmental aspect in a 
given geographical area, while this aspect is not 
as important in other areas. Similarly, the quality 
of service provided in a given building may be con-
sidered important prior to a deadline such as the 
signing of a new lease and less important after-
wards. For these reasons, we chose not to include 
criteria weights in our method. 

2.1.3. Main phases of the method
The four main phases of the REMIND method are 
presented in Figure 1. The first phase is to model 
the system by defining the parameters and con-
straints and assessing candidate actions in terms 
of their potentially positive impact on a building’s 
state. We use the multi-criteria evaluation ap-
proach proposed in (Taillandier et al. 2009a) that 
uses simulation to assess the impact of an action 
in terms of possible increases or decreases in cri-
teria values. The impact of an action is then ob-
tained by comparing the building’s state following 
an action’s implementation with the anticipated 
building’s state if no action were implemented. 

The second phase is to build an initial partial 
scenario from a local perspective on an individual 
action basis. By local perspective, we mean ac-
cording to precise goals on a given element (for 
example, ensure a high security level on a given 
building). The local perspective aims at helping 
the housing manager identify key actions, i.e. ac-
tions that appear to be particularly important be-
cause they respond to an emergency, because they 
are integrated into his strategy, or because they 
seem particularly efficient in the context. In this 
phase, the decision maker can reject actions that 
he does not wish to implement. This is achieved 
through a filtering approach that puts him at the 
heart of the decision process and allows him to 
exclude what is unacceptable and to favor what 
seems essential to him. The retained actions are 
subsequently scheduled in time as a function of 
the constraints, thereby generating an initial par-
tial scenario engulfing the minimal expectations of 
the decision-maker.

In the third phase, we complete the initial par-
tial scenario with the remaining actions (actions 
that were not selected or rejected at the local 
level) and construct complete scenarios that meet 
the constraints. The difficulty resides in the large 
number of possible scenarios that may be gener-
ated. It is not realistic to expect an individual, 
without external help, to generate all the possible 
scenarios, compare them, and understand the im-
plications of choosing one over another. For this 
reason, we developed an optimization algorithm 
based on Tabu search that generates a set of good 
scenarios. The performance of a scenario is defined 
by how closely it meets the expressed goals of the 
housing manager and how close it is to an ideal 
scenario defined by him. 

Finally, in the last phase, various filters are 
used to explore and sort through the set of good 
scenarios from the previous phase (global perspec-
tive) in order to select the action plan (best scen-
ario) that will be implemented.

2.2. Workings of the method

The main ingredients of REMIND consist of input 
data and a preference model (Fig. 2). Data include 
a description of the housing stock, the planning 
time horizon, budget constraints (or other types of 
constraints), a list of eligible actions recommended 
by technical experts and their respective costs. The 
preference model includes a set of criteria that are 
used to assess actions based on their anticipated 
impact on buildings (Taillandier et al. 2009a). The Fig. 1. The four phases of the decision support method
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output of the local perspective and the optimiza-
tion phases are a set of scenarios that are later 
filtered on a global perspective in order to obtain 
the action plan. 

2.2.1. System modeling
System modeling requires the definition of system 
elements, time horizon and the assessment of the 
current state of the housing stock, as the well as 
the impact of proposed actions. System elements 
are defined by a hierarchical description of the 
components of the real estate park. For example 
a four-level description (Park-Area-Building-Com-
ponent) could be chosen. The housing manager is 
often interested in a strategic planning over many 
years (Bonetto, Sauce 2006). However, the longer 
the time horizon, the more uncertainty is involved, 
and the more complex the method becomes since 
the number of feasible scenarios can grow expo-
nentially. 

An important task in system modeling is the 
assessment of the present state of a housing stock 
as well as the future state in the absence of any 
remedial interventions. The definition of the evalu-
ation criteria and their scales is a crucial step. 
Indeed, they are key elements in the assessment 
and decision. The family of criteria must be co-
herent, i.e. meets requirements of exhaustiveness, 
cohesion and non-redundancy (Hites et al. 2006). 
This can only be accomplished through discussions 
between the stakeholders including the housing 
manager, and the technical experts. The criteria 
will vary depending on the kind of company and 
the type of real estate park, since they must reflect 
the interests and the preferences of the individuals 
as well as the company’s strategy. Many multi-cri-

teria methods assume independence among criter-
ia and commensurability. The commensurability 
condition poses no problem in our case: the criteria 
are all expressed on an identical scale. We use a 
qualitative assessment where each value on the 
scale is clearly described in natural language to 
ensure a common understanding by all involved, 
of the numerical score. As for independence of the 
criteria, it is difficult to ensure, as in many deci-
sion problems (Carlsson, Fullér 1995). What is im-
portant is that the criteria within a given dimen-
sion are independent, a condition that we took into 
account in the criteria definition phase.

Once the criteria have been defined, we begin by 
assessing the situation, current and future, in the 
absence of any remedial action. This future situa-
tion, called the natural evolution scenario (NES), is 
compared later with action based scenarios. Com-
ponents of the real estate park are evaluated in 
collaboration with the expert technicians and the 
housing manager using the multi-criteria assess-
ment method in Taillandier et al. (2009a). 

The next step in system modeling is the evalu-
ation of the impact of potential actions on each cri-
terion quantified by the potential increase in the 
criterion’s score following the action’s implementa-
tion. This subjective assessment task is entrusted 
to technical experts who have a good knowledge 
of the housing stock. For example, given three 
criteria (security, availability and environment), 
the experts can assert that the renovation of the 
elevator in a building will increase the score of 
that building for the availability and security cri-
teria while having no effect on the environment 
criterion. 

Fig. 2. Design of an action plan
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2.2.2. Local perspective – interactive 
filtering of actions 
In the second phase, the decision maker may iden-
tify local objectives that are important to him. Ac-
tions are then selected to meet his goals and sub-
sequently, an initial scenario (called initial partial 
scenario) is constructed using these actions. Two 
types of local filters may be proposed: 

 – Selection filters to retain actions that re-
spond to an emergency, or that implement 
the strategy that seems particularly relevant 
in the context;

 – Exclusion filters to exclude actions that are 
irrelevant to the strategy of the decision 
maker. 

Filters are based on the score and on actions 
costs and allow the scheduling of actions in time. 
A local filter is defined by the following: 

 – Element affected by the filter (building, 
area...);

 – Filtering criterion; 
 – Operator used for comparison with a value 
(>, =...); 

 – Threshold used in the filtering (3,100 k€...); 
 – The first year to which the filtering condition 
applies. 

If a goal on a criterion cannot be reached either 
for financial reasons or for the lack of sufficient 
actions, the decision maker is alerted and actions 
that allow him to get as close as possible to the 
goal are selected. He can, at any moment, rewind 
and modify previously defined filters. He can also 
identify the actions he does not wish to implement 
for various reasons. For example, he may wish, for 
strategic reasons, to exclude all actions on a given 
building if he deems that this building is not a 
priority.

The process of selection begins by retaining the 
actions relevant to the goal on a given criterion. 
It might be the case that several actions have to 
be used simultaneously in order to meet the objec-
tive. As an example, if a building has a score of 
1 on a criterion, more than one action could be 
necessary to achieve a score of 3 if an individual 
action can only increase the score by 1. It may also 
happen that several different actions (or a group 
of actions) allow the attainment of a goal. In this 
case, the actions retained are the ones with the 
smallest cost. 

The next step is to schedule the retained ac-
tions. The idea is to place them as late in time 
as possible while meeting the constraints and set 
goals. The first years are normally reserved to ad-
dress emergencies. 

When the total cost of actions selected by the 
chosen filters exceeds the global financial envelop 
available, two choices are possible: either to modify 
the financial constraint or to accept a compromise 
solution. A compromise solution is obtained by 
removing previously selected actions. To decide 
which action to remove, we compute the contribu-
tion of each selected action to the attainment of 
the goal on the associated building by formula (1) 
where we make the assumptions that the score’s 
scale is actually an interval scale.

min( , )
( )

( )
j Year

Swa Obj Soa
Y A

Co A
∈

−

=
∑

, (1)

where: Co(A) – cost of action A; Swa(j) – score of 
the considered building in year j with action A; 
Soa(j) – score of the considered building in year j 
without action A; Obj – goal value of the objective 
as provided by the decision maker.

The action A’ with the lowest impact on the 
objective is removed; this is characterized by the 
smallest score Y(A’). If removing action A’ is not 
sufficient to comply with the financial constraints, 
the action with the second lowest impact is re-
moved and so on. If the cost in a single year of se-
lected actions exceeds the constraint on that year, 
we use a similar process, except that, instead of 
removing actions we bring them forward in time. 
However, if the action is already scheduled in the 
first year, it has to be removed. 

A filter operates on a single field, a single op-
erator and a single value. Yet it may be necessary 
sometimes to consider several fields simultane-
ously. We may wish for example to keep the ac-
tions that meet two pressing needs (e.g. regulatory 
compliance and client satisfaction). It is possible 
with the same filtering logic to handle such cases. 
The decision maker can also use filters in cascade 
(lexicographic filtering) in which case actions go 
through a first filter; the remaining actions are 
then submitted to the second filter and so on. The 
scheduling in time of actions can take place once 
the whole filtering cascade has been completed. 

The scheduled actions correspond to the initial 
partial scenario around which a global set of sce-
narios is constructed in the optimization phase. 

2.2.3. Optimization – construction of a good 
set of scenarios
The optimization phase leads to the development 
of a complete set of scenarios based on the initial 
partial scenario obtained during the local phase, 
to which different combinations of unscheduled 



270 F. Taillandier et al.

and un-excluded actions are added. It is always 
possible to skip the local phase and go directly to 
optimization phase if the housing manager has no 
specific local goals that he wishes to achieve; in 
this case, the initial partial scenario is empty. 

Scenario building is a combinatorial problem 
where all the feasible scenarios that meet the an-
nual and global financial constraints are created 
such that: 

 – All the actions scheduled at the local level 
are present in the scenario at the scheduled 
year;

 – Actions excluded at the local level are not in-
cluded in a scenario. 

The exhaustive enumeration of all the scenarios 
is not feasible in most cases. In fact, due to the 
combinatorial explosion, the total number of pos-
sible scenarios can quickly become extremely im-
portant. Let Nbactions, be the number of actions and 
Nbyears, the number of years: the number of pos-
sible scenarios is Nbyears

Nbactions (if no constraints 
are taken into account). Assuming that we have 30 
actions and three years, we get more than 2×1014 
scenarios. Obviously, the constraints will allow, 
in most cases to limit the number of possible sce-
narios. However, unless we have very restrictive 
constraints, they will not decrease the solutions 
space enough to allow for the manual exploration 
of all the feasible scenarios. It is therefore neces-
sary to use another strategy to support the deci-
sion maker. We propose to build a set of “good” 
scenarios using optimisation. But what is a good 
scenario and how do we find one?

Scenario assessment
In order to select good scenarios, a performance 

criterion must be defined that incorporates the de-
cision maker’s expectations. Therefore, for each cri-
terion and each building, an “ideal” score and an 
“acceptable” one are identified. The ideal score is 
one that is “nice to have” and the acceptable score 
is one deemed satisfactory. Using these scores, an 
index that determines how close a scenario is to 
the expectations, is defined by formula (2) such 
that for all criteria, all years, and all buildings, 
S( j,k,m) ≥ IS(k,m). Where: IS(k,m) – ideal score 
for criterion k and building m; AS(k,m) – accept-
able score for criterion k and building m; S(j,k,m) – 
score of year j on the criterion k for building m.

An INAD value of 0 represents a perfect match 
between the scenario and the expectations. The 
lower the value of INAD the better is a scenario. It 
is clear that this is a compensatory index such that 
a good attainment of the goal on one criterion can 
compensate for a weak attainment on another cri-
terion; there is also a compensation effect between 
buildings. The absence of weights means that all 
the criteria and all the buildings have the same 
relative importance.

Construction of a set of good scenarios
The next step is to construct a set of good sce-

narios, i.e. a set of scenarios that minimize the 
INAD index, used as an objective function. The 
optimization problem we have is a combinatorial 
problem where the size of the search space, that 
is to say the number of scenarios that can be built, 
is extremely large. It is therefore not possible to 
use complete search methods to find the global op-
timum. Instead, we propose to use a metaheuris-
tic approach to find a set of good scenarios with a 
small INAD. 

A metaheuristic is a strategy to guide the 
search for optimal solutions that is customized to 
the problem at hand. The solutions returned by a 
metaheuristic may not be optimal because of the 
incompleteness of the approach: The approaches 
based on metaheuristics usually only visit a very 
small part of the search space. Blum and Roli 
(2003) classify metaheuristics into two groups: 
those based on trajectories and those based on a 
population. Trajectories-based metaheuristics are 
single solution approaches: they start from an in-
itial solution and try to improve it by successive 
movements in the solutions space. These include 
simulated annealing (Kirkpatrick et al. 1983), 
Tabu search (Glover 1986) or variable neighbor-
hood search (Mladenović, Hansen 1997). Meta-
heuristics based on a population take into account 
many possible solutions at each iteration. The 
three main approaches in this field are particle 
swarm optimization (Kennedy, Eberhart 1995; 
Poli 2008), genetic algorithms (Elsayed et al. 2011; 
Holland 1975) and ant colony optimization (Dorigo 
et al. 2006; Yang, Zhuang 2010). We chose to use 
the reactive Tabu search (Battiti, Tecchiolli 1994). 
This method has been successfully applied to solve 
many problems (Battiti, Protasi 2001; Castellani 

k Criteria
Max(0;IS(k,m) S(j,k,m)) Max(0;AS(k,m) S(j,k,m))

j Years m Buildings∈ ∈ ∈

= − + −∑ ∑ ∑INAD(Scenario) .      (2)
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et al. 2007; Taillandier, Drogoul 2008; Zhang et al. 
2009) and is an improvement over Tabu search. 
The underlying principle is to start from an in-
itial solution (a financially feasible scenario) and to 
improve it by exploring its neighborhood, defined 
as the set of financially feasible slightly different 
solutions in terms of four basic variations: 

 – The addition of a new action in a given year 
to the scenario; 

 – The deletion of an action in the scenario; 
 – The replacement of an action by another one 
that is not in the scenario;

 – The change of the implementation year in a 
scenario.

The use of a reactive Tabu search allows us to 
explore the search space starting from a given in-
itial solution. To explore more widely the space of 
possible scenarios, we launch the search algorithm 
20 times after having constructed a random set of 
initial solutions. The algorithm is stopped after 5 
minutes. We retain all the solutions that have an 
INAD value within less than 5% of the smallest 
(best) INAD value. 

Like for all meta-heuristics, the use of the re-
active Tabu search requires to define several par-
ameter values. However, one of the interests of the 
reactive Tabu search in addition to its efficiency is 
its robustness toward the parameter values (Bat-
titi, Tecchiolli 1994). All the experiments carried 
out are along the line this statement and showed 
that for our application the parameter values of 
the reactive Tabu search had little impact on the 
results, but a deeper study is needed.

Global perspective – selection of the “optimal” 
scenario 

Starting from the set of good scenarios obtained 
during the optimization phase, the aim is to deter-
mine the best scenario, using global filters defined 
by the decision maker. These filters operate in a 
similar fashion to the local filters. The difference is 
that, on the global level, we filter scenario instead 
of actions. Global filters may be defined on an 
objective to reach (e.g. “ensure a sufficient client 
satisfaction until 2011”) or on the global structure 
of the scenario (e.g. “limit the number of actions 
on a same building in a year”). At the end of this 
phase, the single remaining scenario constitutes 
the solution, the final action plan that will be im-
plemented. 

3. APPLICATION

The REMIND method was implemented in a pro-
totype and applied in an experiment conducted in 

collaboration with a leading French company. This 
company’s housing stock is composed of several 
hundred buildings, some of which are located on 
a single site. We considered 92 buildings for a net 
floor area of around 300,000 m². The company is 
structured around four main stakeholders’ types: 
technicians, technical managers, area managers 
and a real estate property manager (the decision 
maker). The company employs a sufficient number 
of technical experts which allows it to assess and 
maintain buildings in an autonomous fashion. We 
illustrate the workings of REMIND using a case 
study conducted within this company.

3.1. System modeling and components 
assessment

The definition of the system elements correspond 
to the description of the components of the real es-
tate park as illustrated in Figure 3 with five areas 
and a total of 92 buildings. The experimentation 
was done on the five areas, but we focus on Area 1 
(22 buildings), the most strategic area. The choice 
to consider one area at a time is due to the organi-
zation of the housing stock department for which 
each area is considered separately. 

A five year time horizon was considered (2009 
to 2013) with two levels of financial constraints: a 
global constraint (for the five years) correspond-
ing to a total amount of 4,000 k€ and an annual 
constraint corresponding to an amount of 1,000 k€. 

In conjunction with the decision maker, criter-
ia and their associated measurement scales were 

Fig. 3. System elements
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Table 1. Natural evolution scenario 
2009 2010 2011 2012 2013

Building CON AVA SAT CON AVA SAT CON AVA SAT CON AVA SAT CON AVA SAT
B1 3 2 2 3 2 2 3 2 2 2 2 2 2 2 2
B2 3 2 2 3 2 2 3 2 2 2 2 2 2 1 2
B3 3 4 4 3 3 3 3 2 2 3 2 2 3 2 2
B4 3 2 2 3 1 2 3 1 2 3 1 1 3 1 1
B5 2 1 2 2 1 2 2 1 2 2 1 2 2 1 2
B6 3 2 2 3 2 2 3 2 2 2 2 2 2 2 2
B7 3 2 1 3 2 1 3 2 1 3 2 1 3 2 1
B8 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2
B9 3 2 2 3 2 2 3 2 2 3 2 2 3 1 2
B10 2 2 2 2 2 2 2 2 1 2 2 1 2 2 1
B11 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
B12 2 2 2 2 2 2 2 2 2 2 2 2 2 1 1
B13 2 2 2 2 2 2 2 2 2 2 1 2 2 1 2
B14 3 3 2 3 3 2 3 2 2 3 2 2 3 2 2
B15 3 2 1 3 2 1 3 2 1 3 2 1 3 2 1
B16 3 1 1 3 1 1 3 1 1 3 1 1 3 1 1
B17 3 2 1 3 1 1 3 1 1 2 1 1 2 1 1
B18 1 2 2 1 2 2 1 2 2 1 2 2 1 2 2
B19 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
B20 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1
B21 2 2 2 2 1 2 2 1 1 2 1 1 2 1 1
B22 2 2 2 2 2 2 2 1 2 2 1 1 2 1 1

Table 2. Description of the meaning of a score
Conformity Availability Satisfaction

1 Serious nonconformity 
The building does not comply with regula-
tions (legal, standards, professional rules, 
etc.). This nonconformity could have seri-
ous consequences.

Building unavailable
It is likely that the 
building could not ful-
fill its function. 

Client very unsatisfied
The quality of the goods and services does 
not correspond to the expected requirement. 
There is a risk of discontent. Tenants may for-
mulate a claim and lodge a complaint. They 
may move out.

2 Rather serious nonconformity 
The building does not comply with regula-
tions. This nonconformity could have rath-
er serious consequences.

Important degraded 
use
The building should 
fulfill its function, but 
potentially in poor con-
ditions.

Client not satisfied
The quality of the goods and services does not 
correspond to the expected requirement. Ten-
ants may express dissatisfaction and move 
out if no actions are taken to improve the 
situation.

3 Nonconformity with no serious conse-
quences
The building does not comply with regula-
tions but the nonconformity could only im-
ply non serious consequences.

Slight degraded use
The building should 
fulfill its function, but 
not in perfect condi-
tions.

Client only somewhat satisfied
The quality of the goods and services does not 
correspond exactly to the expected require-
ment. Tenants may express dissatisfaction.

4 Perfect conformity or no regulations linked 
to the action
Two possible situations:

 – The regulations are perfectly respected.
 – There are no regulations linked to this 
situation.

Value exceeded 
The building should 
fulfill its function in 
perfect conditions. 

Client satisfied
The quality of the goods and services corre-
sponds exactly to the expected requirement. 

defined in order to assess the consequences of the 
various actions. In our experiment, three impact 
areas were identified: conformity (CON), avail-
ability (AVA) and satisfaction (SAT). Conformity 
(CON) is related to respecting the laws and meet-
ing the standards. It is often a predominant aspect, 
since the consequences can be extremely import-
ant in case of failing to conform. Building avail-
ability (AVA) concerns the capacity of a building 
to meet its functions (structural stability, heating, 

water supply…). Satisfaction (SAT) pertains to the 
service contracts signed with the clients. Indeed, 
the company’s clients who use the buildings have 
very precise requirements and expectations. These 
three impact areas were identified following dis-
cussions with the housing stock management team 
members. 

Table 1 shows the status quo scores of the build-
ings (NES) on a 1 to 4 scale, 4 describing the best 
situation and 1 the worst. These were evaluated 
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in collaboration with the expert technicians and 
the decision maker using the multi-criteria assess-
ment method in (Taillandier et al. 2009a). They 
reflect the expert opinions of the actors involved. 
Table 2 describes the actual meaning of a score on 
a 1 to 4 scale for each criterion.

In total, 56 possible actions were defined by the 
technical experts. For conciseness reasons, Table 3 
shows evaluations of a subset of these possible ac-
tions in terms of how they can increase the score of 
the building, along with their costs. These subjec-
tive evaluations were provided by the experts. For 
example, the renovation of the electrical system 
in Building 1 (A1) will increase the score of that 
building by one unit of the CON and AVA criteria 
while having no effect on the SAT criterion. 

Figure 4, shows how a one-action scenario con-
sisting of A1 implemented in 2011 compares to the 
NES. We see that prior to 2011, the housing stock 
has the same score in the NES and in the scenario. 
In 2011, the value of the scenario is increased by 
1 on the CON and AVA criteria. A situation that 
remains after 2011 although, due to degradation in 
time, the value on the CON criterion is expected to 
decrease in 2013 while the others remain constant.

3.2. Local perspective – interactive filtering 
of actions 

We summarize in Table 4 the results of the local 
phase after five filters were used (three for selec-
tion, one for exclusion and one cascade) based on 
the set of possible actions (Table 3). 

In order to illustrate the filtering process, 
consider for example, a filter (regulatory filter) 
designed to attain the objective “ensure a high 
regulatory compliance level for the entire housing 
stock”, which corresponds to a minimum score of 3 
on the CON criterion for all years. The filter may 
be defined as follows: 

 – Element: all buildings;
 – Filtering criterion: CON;

 – Operator: ≥;
 – Value: 3;
 – Year: all years.

The process of selection begins by retaining the 
actions relevant to the objective at hand, in this 
case, a minimum score of 3 for the CON criterion. 
In the regulatory filter example presented here, 
we consider actions that may be applied to build-
ings with a score of 1 or 2 in CON and that allow 
the decision maker to attain the goal value of 3. 
Table 5 lists the actions selected by the regula-
tory filter and shows the scores of the buildings 
on the CON criterion if no action is implemented. 
Actions A2, A5 and A32 are not retained because 
of their cost when compared to the costs of A4, A7 
and A42. 

The next step is to schedule the retained ac-
tions. As an example, for B17, we must retain A45 
since it is the only option, and we place it in the 
last feasible year, 2012. For B12, we retain A29 be-
cause it is the least expensive option and we place 
as late as possible, 2009. The total cost is 1,270 k€, 
890 k€ for 2009 and 380 k€ for 2012, a feasible 
financial solution. 

When the selected actions needed to attain the 
decision maker’s goal are not financially feasible, 
we apply the procedure as described in subsection 
1.2.2. To illustrate this procedure, Table 6 shows 
actions selected by a filter in order to attain a score 
of 3 in SAT on buildings B13 to B22 and all years 
with a remaining budget of 30 k€, 640 k€, 720 
k€, 500 k€ and 930 k€ for the years 2009, 2010, 
2011, 2012 and 2013 respectively. We note that in 
2012, the selected actions have a total cost of 940 
k€ therefore exceeding the budget of 500 k€. We 
therefore bring forward to 2011 the action with the 
lowest Y(= 0.012), A42. Since this is not sufficient, 
we also have to bring forward A43. Therefore, the 
2012 budget is now respected (a cost of 490 k€ for 
a budget of 500 k€). In 2011, we have a total cost of 
scheduled actions of 450 k€ (A42 and A43) versus 

Table 3. Set of possible actions and their evaluation on the three criteria 

Action Name Building CON AVA SAT Cost (k€)
A1 Electrical system renovation B1 +1 +1 100
A2 Water system renovation B1 +1 +1 150
A3 Insulation addition B1 +2 80
A4 Change of fire alarm B2 +1 120
A5 Change of elevators B2 +1 +1 +1 200
A6 Electrical system renovation B3 +1 +1 140
A7 Fire door renovation B3 +1 40
A8 Beams Reinforcement B4 +1 +1 100
A9 Elevator renovation B4 +2 +1 120
A10 Electrical system renovation B5 +2 +1 150
TOTAL 6640
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Fig. 4. Assessment of a one-action scenario and its 
comparison with the NES

Table 4. Local filters used

Filters Characteristic Selected actions Remaining budget (k€) in 
Ensure a high 
regulatory 
compliance 
level for the 
entire housing 
stock

Selection
All buildings
All years
CON ≥ 3 

2009: A23, A27, A29, A34, A46, A50, A54, A55
2010:
2011: 
2012: A1, A4, A45
2013: 

2009: 110
2010: 1000
2011: 1000
2012: 620
2013: 1000
Global: 2730

Provide a high 
service quality 
in buildings in 
B10 starting in 
2011

Selection
B12
2011
SAT= 4

2009: A23, A27, A29, A34, A46, A50, A54, A55
2010:
2011: A25, A26
2012: A1, A4, A45
2013:

2009: 110
2010: 1000
2011: 810
2012: 620
2013: 1000
Global: 2540

Not a priority: 
Building 8

Exclusion
B8

Exclusion : A17, A18, A19 Excluded Actions: 440

Improve asset 
value at the 
lowest cost.

Cascade filter
Filter 1
Selection
All buildings
All years
AVA ≥ 2
Filter 2
Selection
All buildings
All years
Action Cost<150k€

2009: A23, A27, A29, A34, A46, A50, A54, A55
2010: A8, A44, A49, A52
2011: A25, A26
2012: A1, A4, A35, A45
2013: A22, A33

2009: 110
2010: 560
2011: 810
2012: 500
2013: 790
Global: 1770

Reach a high 
client satisfac-
tion in 2012 for 
buildings B13 
to B22

Selection
B13-B22
2012
SAT≥3

2009: A23, A27, A29, A34, A46, A50, A54, A55
2010: A8, A44, A49, A52
2011: A25, A26, A42, A43
2012: A1, A4, A35, A37, A38, A45, A47, A51, A56
2013: A22, A33

2009: 110
2010: 560
2011: 360
2012: 90
2013: 790
Global: 830

a budget of 720 k€. Finally actions A37, A38, A47, 
A51 and A56 are scheduled in 2012 and actions 
A42 and A43 are scheduled in 2011.

Two filters in cascade were used to reflect the 
goal of improving asset value (SAT) at the lowest 
cost, as follows: 

Filter 1: 
 – Element: All buildings;
 – Filtering criterion: AVA;
 – Operator: ≥; 
 – Value: 2; 
 – Year: all years.

Filter 2: 
 – Element: All buildings;
 – Filtering criterion: Action Cost; 
 – Operator: <;
 – Value: 150 k€; 
 – Year: all years.

With these filters, we retain actions that have a 
cost lower than 150 k€ and that allow us to reach 
a score of 2 or higher on asset value. Table 7 pre-
sents the selected actions. As a result of this cas-
cade filter, the following actions are scheduled: A8, 
A44, A49 and A52 in 2010, A35 in 2012, A22 and 
A33 in 2013.
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Table 5. Actions retained by the regulatory filter 
Action Building Impact on CON CON before action CON after action Cost

2009 2010 2011 2012 2013 2009 2010 2011 2012 2013
A1 B1 1 3 3 3 2 2 4 4 4 3 3 100
A2 B1 1 3 3 3 2 2 4 4 4 3 3 150
A4 B2 1 3 3 3 2 2 4 4 4 3 3 120
A5 B2 1 3 3 3 2 2 4 4 4 3 3 200
A23 B10 1 2 2 2 2 2 3 3 3 3 3 60
A27 B11 1 2 2 2 2 2 3 3 3 3 3 180
A29 B12 1 2 2 2 2 2 3 3 3 3 3 70
A32 B12 1 2 2 2 2 2 3 3 3 3 3 110
A34 B13 2 2 2 2 2 2 4 4 4 4 4 160
A45 B17 1 3 3 3 2 2 4 4 4 3 3 160
A46 B18 2 1 1 1 1 1 3 3 3 3 3 90
A50 B20 2 1 1 1 1 1 3 3 3 3 3 110
A54 B21 2 2 2 2 2 2 4 4 4 4 4 130
A55 B22 1 2 2 2 2 2 3 3 3 3 3 90

Table 6. Example of filtering actions exceeding  
constraint on the year 

Action Year scheduled Y(A) Cost (k€)

A37 2012 0.067 30

A38 2012 0.025 80

A42 2012 0.012 170

A43 2012 0.014 280

A47 2012 0.015 130

A51 2012 0.04 50

A56 2012 0.033 120

Table 8. List of filters used in global phase

Filter Characteristic Number of scenarios  
remaining after filtering

At the beginning of the global phase 300
Balance the actions on the five years ActionCost.year≥500k€ 123

Limit the number of actions on a same building in a 
year

NbAction.Building.year<4 56

Ensure adequate client satisfaction starting in 2011 SAT>1
Every buildings 2011, 2012, 2013

5

Prefer actions on B5 Max(NbActionB5) 1

Table 7. Actions retained by the dual filter 
Action Building Impact on 

AVA
AVA before action AVA after action Cost
2009 2010 2011 2012 2013 2009 2010 2011 2012 2013 (k€)

A8 B4 1 2 1 1 1 1 2 2 2 2 2 100
A22 B9 1 2 2 2 2 1 3 3 3 3 2 140
A33 B12 1 2 2 2 2 1 3 3 3 3 2 70
A35 B13 1 2 2 2 1 1 3 3 3 2 2 120
A44 B17 1 2 1 1 1 1 2 2 2 2 2 140
A49 B20 1 2 1 1 1 1 2 2 2 2 2 80
A52 B21 1 2 1 1 1 1 3 2 2 2 2 120
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The scheduled actions correspond to the initial 
partial scenario around which a global set of sce-
narios are constructed in the optimization phase. 

3.3. Optimization – construction of a good 
set of scenarios

The first step in the optimization phase is to de-
fine acceptable and ideal scores in order to build 
a set of good scenarios. We use the same values 
for all buildings where we set an ideal score of 4 
for the three dimensions of conformity, availabil-
ity and satisfaction, and acceptable scores of 3, 2, 
2, respectively. The INAD index for SEN is 808, 
whereas that of the initial partial scenario is 539. 
The next step is to construct a set of good scenar-
ios. In this experimentation, the best INAD value 

Table 9. Final action plan to be implemented

Actions 2009 2010 2011 2012 2013 Filter
A3 80 Global filters
A23 60 Ensure a high regulatory compliance level for the entire housing stock
A27 180 Ensure a high regulatory compliance level for the entire housing stock
A29 70 Ensure a high regulatory compliance level for the entire housing stock
A34 160 Ensure a high regulatory compliance level for the entire housing stock
A46 90 Ensure a high regulatory compliance level for the entire housing stock
A50 110 Ensure a high regulatory compliance level for the entire housing stock
A54 130 Ensure a high regulatory compliance level for the entire housing stock
A55 90 Ensure a high regulatory compliance level for the entire housing stock
A8 100 Improve asset value at the lowest cost
A9 120 Global filters
A10 150 Global filters
A16 120 Global filters
A44 140 Improve asset value at the lowest cost.
A49 80 Improve asset value at the lowest cost.
A52 120 Improve asset value at the lowest cost.
A25 120 Provide a high service quality in buildings in B10 starting in 2011
A26 70 Provide a high service quality in buildings in B10 starting in 2011
A42 170 Reach a high client satisfaction in 2012 for buildings B13 to B22
A43 280 Reach a high client satisfaction in 2012 for buildings B13 to B22
A53 80 Global filters
A1 100 Ensure a high regulatory compliance level for the entire housing stock
A4 120 Ensure a high regulatory compliance level for the entire housing stock
A35 120 Improve asset value at the lowest cost
A37 30 Reach a high client satisfaction in 2012 for buildings B13 to B22
A38 80 Reach a high client satisfaction in 2012 for buildings B13 to B22
A45 160 Ensure a high regulatory compliance level for the entire housing stock
A47 130 Reach a high client satisfaction in 2012 for buildings B13 to B22
A51 50 Reach a high client satisfaction in 2012 for buildings B13 to B22
A56 120 Reach a high client satisfaction in 2012 for buildings B13 to B22
A13 90 Global filters
A14 80 Global filters
A21 160 Global filters
A22 140 Improve asset value at the lowest cost
A33 70 Improve asset value at the lowest cost
Total (k€) 970 830 720 910 540 3970

found was 463. We therefore kept all the solutions 
with an INAD value inferior to 486. A set of 300 
feasible scenarios were thus found and constitute 
the set of good scenarios. The action plan to be 
implemented was finally chosen among these 300 
feasible scenarios using four global filters (Table 
8). This solution is presented in Table 9. 

4. CONCLUSION

In this paper, we have presented and described 
REMIND, a novel interactive decision support 
method for the strategic management of real es-
tate properties based on multiple criteria, namely 
conformity to rules and regulations, availability 
of a building’s function and satisfaction of the cli-
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ent. REMIND is meant to assist a housing stock 
manager in the progressive design and choice of 
a multiyear action plan and is composed of four 
main phases including an optimization phase that 
uses reactive Tabu search.

REMIND allows a building stock manager to 
choose various improvement actions to his building 
stock, schedule them into scenarios that are finan-
cially feasible and select the best action plan. It 
was successfully applied within a leading French 
property management company where it was 
deemed useful and pertinent, mainly because it 
supports the dialogue between the decision maker 
and other stakeholders. The choice of every action 
is justified by filters, thereby making the decisions 
easily traceable. This is a very important point for 
many decision makers who sometimes feel that 
some decision support methods are not very trans-
parent (Pfeffer, Sutton 2006). 

One advantage of the interactive approach is 
that preferences are expressed interactively in-
stead of a priori and that the decision maker re-
mains at the heart of the decision process, steering 
it and, through the simulation process, acquiring 
a clear understanding of the various impacts of 
his choices. Although developed for the real estate 
context, the approach combining simulation and 
optimisation may be used for planning in other ap-
plication areas. 
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