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1. Introduction 

Housing prices have always been a key concern for the 
public and government. Ansell (2014) pointed out that 
housing prices are important for residents’ welfare and 
macroeconomic health. The Housing Price Index (HPI) is a 
statistical measure of house prices. This analysis will help 
various stakeholders make informed decisions (Nunna 
et al., 2023). The HPI trend can help buyers plan purchases 
more efficiently. Real estate investors rely on HPI to iden-
tify potential investment opportunities. The government 
utilizes HPI to improve infrastructure development deci-
sions and ensure housing demand (Zhang et al., 2024). The 
real estate market in the United States is one of the main 
sources of spillovers from global financial markets (Syrio-
poulos et al., 2015). Exploring the spatiotemporal patterns 
of HPI is the key to the health of real estate in the United 
States. Therefore, we aim to provide an effective HPI spa-
tiotemporal modeling approach for the real estate market 
in the United States, which will serve as a model for other 
countries and regions.

There are several housing price indices, including the 
S&P CoreLogic Case-Shiller (S&P/C-S) index, the Federal 

Housing Finance Agency (FHFA) index, and the Zillow 
Home Value Index (ZHVI). In recent years, many scholars 
have used the ZHVI to study real estate activity, provid-
ing insights relevant to economic policies (Holt & Borsuk, 
2020; Howard et al., 2023; Kim, 2024). This study proposes 
a functional spatiotemporal semiparametric mixed effects 
(FST-SM) model to model the multiregional ZHVI. We used 
the ZHVI owing to its advantages.

First, the ZHVI is characterized by a fine-grained 
construction. The ZHVI allows users to observe dynamic 
changes in considerably small areas or specific subsets 
of houses (Kim, 2024). Second, the ZHVI is comprehen-
sive. The ZHVI is calculated for all houses, including newly 
constructed houses and those not traded on the market 
for many years (Glynn, 2022). The ZHVI can provide more 
comprehensive information for government decision-mak-
ing than an index that relies only on houses sold during 
a specific period. Third, the ZHVI is accessible and timely. 
Major real estate websites have replaced traditional agents 
and newspaper transactions (Guo et al., 2020). Contrary to 
data that must be obtained from local municipalities, the 
ZHVI is easily available from the Zillow website. The ZHVI 
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usually publishes data for a given month in the third week 
of the following month, allowing users to access the latest 
data in time (Holt & Borsuk, 2020). 

The FST-SM models the ZHVI as spatiotemporally cor-
related functional data. Our aim is not limited to predicting 
future trends but is interested in exploring spatiotemporal 
patterns between different regions. We consider house 
prices at the ZHVI community scale, allowing the func-
tional principal component scores to be spatially corre-
lated across communities. We add spatial random effects 
to the map to highlight hotspots with abnormally high 
or rising house price trends. This fine-grained monitor-
ing of spatial information eliminates bias caused by the 
aggregation of large areas. Moreover, compared to other 
forecasting models, the FST-SM has an advantage in terms 
of forecasting accuracy. The ZHVI data cover all metropoli-
tan areas in the United States, allowing us to easily extend 
the application of the FST-SM to a national scale (Holt & 
Borsuk, 2020). This study provides a reference point for 
urban development and housing planning.

The remainder of this paper is organized as follows. 
Section 2 describes previous studies on spatiotemporal 
modeling and forecasting of house prices. Section 3 de-
scribes the study area and provides a detailed descrip-
tion of the FST-SM model. Section 4 applies the proposed 
model to the San Francisco community-level ZHVI and 
tests its predictive capability. Section 5 summarizes this 
study.

2. Literature review

Traditional house price studies have focused on the 
time-series framework of econometrics (Anselin, 2013). 
Statisticians mostly use autoregressive models for fore-
casting, such as the autoregressive integrated moving av-
erage (ARIMA) and vector autoregression (VAR) models 
(Crawford & Fratantoni, 2003; Farhi & Young, 2010; Iacovi-
ello, 2002). Ren et al. (2017) proposed a Bayesian nonpara-
metric method to predict the ZHVI in Seattle and infer the 
clustering of census tracts. Economists favor a hedonistic 
approach to predicting house prices (Can, 1992; Selim, 
2008; Straszheim, 1974). Holt and Borsuk (2020) imple-
mented a hedonic approach to Zillow’s publicly available 
data to measure the economic value of green infrastruc-
ture nationally. 

However, traditional models are usually more demand-
ing in terms of their premises and assumptions, and their 
use is limited. Subsequently, machine-learning algorithms 
have become popular. They overcome the shortcomings of 
traditional models and potentially improve the accuracy of 
real-estate price predictions (Yazdani, 2021). For example, 
Chen et al. (2017) predicted the house prices in four major 
cities in China. They found that recurrent neural networks 
(RNN) and the long-short term memory (LSTM) achieved 
better prediction than ARIMA. Bhakta et al. (2021) used 
two recurrent neural networks to predict the ZHVI for 
1584 counties in the United States. They found that a deep 

learning model produced more accurate results than a tra-
ditional regression model.

With the development of spatial econometrics, schol-
ars have begun to recognize real estate activity as a spatial 
phenomenon. Ignoring spatial effects may lead to large 
errors (Anselin, 2013; Krause & Bitter, 2012; Pijnenburg, 
2017). They attempt to incorporate spatial dependence 
and heterogeneity into their models. For example, How-
ard et al. (2023) apply a spatial model to the ZHVI with 
heterogeneous housing elasticities to help governments 
identify changes in housing demand during a pandemic. 
Lee and Park (2018) explore the housing rent-sale ratio in 
Seoul at a micro-spatial scale regarding the importance of 
considering spatial variations.

Many multi-region neural network models that consid-
er spatial correlation have emerged recently. For example, 
Lee (2022) implemented a multi-output LSTM method. By 
exploiting spatial correlation, he predicted house prices 
and transaction volumes in four regions of Seoul. He veri-
fied that the prediction accuracy of his method was better 
than that of a single-output LSTM model. Ge (2019) com-
bined a Convolutional Neural Network (CNN) and LSTM 
networks to capture spatiotemporal and community fea-
tures. This method effectively improved the accuracy of 
house price predictions. This evidence suggests that incor-
porating spatial dependence and heterogeneity into the 
model improves prediction accuracy.

These machine learning models already exhibit good 
prediction performance. However, Mullainathan and Spiess 
(2017) point out that machine-learning models cannot es-
timate or infer parameters from probability distributions. 
This black-box model is less transparent and does not pro-
vide a good indication of economic significance (Kim et al., 
2020; Lee, 2022; Shi, 2023). We aim to overcome the limi-
tations of machine learning and develop a spatiotemporal 
model with strong interpretability.

Benefiting from the development of acquisition tech-
niques, functional data analysis (FDA) has been widely 
used in many fields, including environment science, geol-
ogy, and healthcare (Collazos et al., 2023; Hael, 2023; Li & 
Guan, 2014). The functional principal component analysis 
(FPCA) is an important FDA technique. It is concerned with 
the efficient and interpretable representation of functional 
variability. Specifically, spatiotemporal dependence is in-
duced between spatiotemporally correlated functional 
curves (Ramsay & Silverman, 2002). In this study, we 
model the ZHVI as spatiotemporally correlated functional 
data. Contrary to other multi-region forecasting models, 
we set up the realization of only one spatiotemporal pro-
cess rather than a collection of multiple time series. This 
approach focuses on the relationships between variables 
within a function’s domain and is not merely interested 
in extrapolating real estate activity in the future (Zhang 
et al., 2016).

When modeling spatiotemporally correlated functional 
data, spatial correlation is usually contained in random 
effects as a nonparametric function. The spatial correlation 
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functions are approximated by spline or Matérn families 
(Li et al., 2022). For example, Li and Guan (2014) proposed 
a semiparametric model for functional processes. Their 
study explained the spatial correlation between curves by 
constructing a spatial correlation function for the Matérn 
family. Scheipl et al. (2015) proposed an additive mixed 
model and approximated the functional spatial correla-
tion via a separable covariance structure. Nevertheless, the 
separable covariance structure exhibits considerable local 
heterogeneity and does not apply to functional data with 
complex spatial correlations. Zhang et al. (2016) induced 
spatial correlation using a CAR model (Besag, 1974). They 
improved the regression performance of the spatiotem-
poral correlation function by extending the nonseparable 
covariance structure. 

In this study, the FST-SM assumes that arbitrary fixed 
effects can be included within the framework of semipa-
rametric mixed models. Moreover, the CAR model has an 
inseparable covariance structure and spatially correlated 
random effects. Therefore, the proposed model should be 
more flexible and accurate for estimation and inference 
purposes.

3. Data and model specification

3.1. Study area and dataset 
San Francisco, California, was selected for analysis in this 
study. According to the United States Census Bureau, the 
city has a population density of 7,194 people/km². This 
makes it one of the most densely populated cities in the 
United States. Consequently, this region has become an 
area of close interest to the government and real estate 
investors (Kong & Kepili, 2023). Figure 1 shows the geo-
graphic location of San Francisco, as well as the adminis-
trative divisions of San Francisco at the community level 
(see Supplementary Material for more details).

As of 2022, the total housing stock in San Francis-
co was 361,912 units. Regarding the type of residential 
structure, single-family residences accounted for approx-
imately 32%, and condos accounted for approximately 
68%. Regarding the number of bedrooms, houses with 
two and three in number predominated at 51.04%. In 
Table 1, single-family residences and condos with two or 
three bedrooms are considered representative housing 
types in San Francisco.

The San Francisco community-level ZHVI data for Janu-
ary 2009 to April 2024 were downloaded from the Zil-
low website. The dataset contained missing values for 16 
communities, which were excluded from our analysis (see 
Supplementary Material for more details). We used the 
data before January 2023 as the training set and the data 
after that as the test set. We also downloaded data for a 
subset of San Francisco single-family residences, condos, 
and houses containing two, three, and four bedrooms, re-
spectively. The units of the ZHVI are 10,000 US dollars.

Figure 1. Research area (source: San Francisco Mayor’s Office of Neighborhood Services, 2023)

Table 1. Housing stocks in San Francisco (source: United 
States Census Bureau, 2022)

Housing structure

Category Single-family
residences

Condos Mobile 
home  
or other

Total

Units 116,739 244,502 671 361,912

Proportion 32.26% 67.55% 18.01% 100%

Number of bedrooms

Category No bedroom or
1 bedroom

2 or 3
bedrooms

4 or more 
bedrooms

Total

Units 139,637 184,722 37,553 361,912

Proportion 38.59% 51.04% 10.37% 100%
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lag (Anselin, 1995). We computed the local Moran’s I for all 
months and selected three months, as shown in Figure 3. 
The ZHVI of each community was concentrated in the first 
and third quadrants. This indicates that housing prices in 
San Francisco are spatially clustered, and the neighboring 
regions show a similar pattern. In summary, time series 
and spatial interdependencies are important components 
that deserve careful treatment when modeling ZHVI.

3.3. Model specification
From a previous analysis of the spatiotemporal correlation 
of housing prices in San Francisco, we propose a FST-SM 
model that considers spatiotemporal correlations as fol-
lows: 

( ) ( ) ( ) ( )T
s k s k s k s kY t t t t= + δ + εX β , (1)

where: ( )s kY t  is the k-th month ZHVI measured at a par-
ticular community s; 1, ,101s =  denotes community, 
and 1, ,168k =   denotes the month. In the framework 
of semiparametric mixed effects model, the fixed effects

( )s tX  are theoretically allowed to include arbitrary vari-
ables of interest. Let -1 -2 -( ) ( ( ), ( ), , ( ))T T

s k s k s k s k nt Y t Y t Y t= …X , 
and n denotes time lag. In our study, we focus on the 
relationship between the current month’s ZHVI and its 
time-lagged series over a six-month period. Let n = 6,

1 2 6( , , , )T= β β … ββ  be the corresponding vectors of re-
gression coefficients. 2

. . .( ) ~ (0, )s k i i dt Nε σ  denote mea-
surement errors.

( )s ktδ  is a random effect that can be decomposed us-
ing the Karhunen-Loève expansion (Li & Guan, 2014):

1

( ) ( ) ( ),
p

s k k sj j k
j

t t t
=

δ = µ + ξ ψ∑  (2)

where: µ(t) = E{ }( ) ( )st E tµ = δ is the expectation taken over all locations;
 ψj(t) is the j-th orthonormal eigenfunction of the covariance 

function C(t1,t2) = { }1 2 1 2( , ) cov ( ), ( )s sC t t t t= δ δ , satisfying ∫ψj(t)ψj′(t) = 1  
if j j′= , and 0 otherwise; 1 2 101,( , , )Tj j j jξ…= ξ ξξ  are the 
corresponding principal component scores with zero 
mean. In practice, the Karhunen-Loève expansion is trun-
cated by the number of principal components p; p can be 
∞ in theory; p is usually selected by the fraction of variance 

3.2. Characteristics of data
Figure 2 shows the time-series curves of the ZHVI for all 
communities. The ZHVI was collected for 186 consecu-
tive months, which is typical of time-series data. In each 
community, the ZHVI for the current month was similar to 
that of the previous month. Overall, the trend increased 
to varying degrees. Therefore, we consider the temporal 
correlation between the series when specifying a model. 
In particular, there is a clear upward trend after November 
2011 and August 2020. We focus on these two periods in 
our subsequent analyses. On the one hand, this is related 
to policy regulations after being hit by the 2008 subprime 
crisis (Goetzmann et al., 2012). On the other hand, after 
the coronavirus disease pandemic in 2019, prices tended 
to rise rapidly as people resumed their productive lives 
(Zhao, 2020).

The Moran index (Moran’s I) is a statistic commonly 
used to describe spatial correlations. It is usually catego-
rized into global and local Moran’s I (Moran, 1950). The 
global Moran’s I for the ZHVI varies between 0.4 and 0.6 
throughout the study time interval. This indicates a posi-
tive spatial autocorrelation in the studied area. We further 
observed the local clustering phenomenon using local 
Moran’s I. The local Moran scatterplot shows the scatter 
relationship between the normalized z-value and spatial 

Figure 2. ZHVI trajectories for all communities

 2009-04 2015-09 2022-07

Figure 3. Local Moran’s I scatter plot

a) b) c)
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explained (FVE) (Li et al., 2022). Furthermore, ( )s ktε  and the 
principal component scores jξ  are independent.

The spatial correlation across communities can be 
modeled via a CAR model to the community-specific prin-
cipal component scores, xsj. The CAR model describes the 
spatial dependence between regions by specifying a full 
conditional distribution in autoregressive form. Determin-
ing the community system is crucial for determining the 
CAR model’s dependence structure (Besag, 1974). A typi-
cal example is whether two communities have adjoining 
boundaries as the criterion for determination (Banerjee 
et al., 2014). Let { }ssW w ′=  denote the adjacency matrix; 

1ssw ′ =  if s and s′  are neighbors; otherwise, 0ssw ′ = . 
According to the theoretical approach of the CAR 

model, the full conditional distribution of the j-th principal 
component score xsj of region s is specified by: 

| { } ~ ( / , / )sj s j s s ss sj s j s
s s

N w d d′ ′ ′≠
′≠

ξ ξ ρ ξ α∑ , (3) 

where: s ss
s s

d w ′
′≠

=∑  indicate the number of neighbors of 

area s; r is the spatial correlation parameter; aj is the vari-
ance of the j-th feature component. The factorization the-
orem proposed by Besag (1974) can be applied to derive 
the joint distribution of principal component scores jξ . 
The spatial correlation parameter r is restricted to lie be-
tween the boundaries given by the inverse of the minimum 
and maximum eigenvalues of the matrix 1/2 1/2

w wD WD− − . 
This ensures that the matrix ( )wD W− ρ  is positive definite 
(Banerjee et al., 2014).

3.4. Estimation procedure
Owing to the desired numerical stability and computational 
efficiency of the B-spline, ( )tµ can be approximated using 
a regression B-spline (Shen et al., 1998). Let ˆˆ( ) ( )Tt tµ = B ν  
and 1 2( ) { ( ), ( ) , }, ( ) T

Nt B t B t B t= …B  be a set of spline basis 
functions, and N denotes the number of basis functions. 
Conditional on the spline order 4κ = , the optimal num-
ber of B-splines with internal knots L can be selected by 
minimizing the Bayes information criterion (BIC) (Zhang & 
Li, 2022); N L= κ + . Let 1 2 ,{ },,T T T T

κ…= ν ν νν  be the cor-
responding vector of the basis-function coefficients. 

First we obtain the mean function ˆ{ ( )}sE Y t  by least 
squares, and the parameters β̂  and ν̂  can be obtained by min-
imizing the least-squares function 

( , )

ˆ ˆ( , ) argmin   ( , )
N

L
κ×∈

=
β ν

β ν β ν :

{ }
2

1 1

( , ) ( ) ( ) ( )
n K

T
s k s k k

s k

L Y t t t
= =

= − −∑∑ X Bβ ν β ν .  (4)

The estimated mean function is used to centralize the 
observed data, ˆ ˆ( ) ( ) { ( )}s s sY t Y t E Y t= − . Subsequently, the 

empirical covariance 
1

ˆ ˆ ˆ( , ) ( ) ( ) /
n

s s
s

G t t Y t Y t n
=

′ ′=∑  is obtained. 

Once the covariance has been obtained, estimates of the 
eigenfunctions ˆ ( )j tψ  and principal component scores ˆ

sjξ

can be obtained by FPCA. To retain sufficient information 
in the algorithm’s initial step, we set FVE ≥ 99% as the 
criterion for calculating the number of feature components 
retained in the truncated expansion equation.

By estimating the mean function and eigenfunctions, 
the community-specific principal component scores (xsj), 
spatial parameters (aj and r), and measurement error vari-
ance (s2) of the FST-SM model can be estimated. Next, the 
posterior distributions of each parameter can be obtained 
by sampling via the Markov Chain Monte Carlo (MCMC) 
method (Gelfand, 2000). The prior distributions of the 
model parameters are given by:

2 2
1 2 2

,

~ (0, ( ) ),  ~ (0, ),  ~ ( , ),  
~ ( , ),  ~ ( , ).

j j

j j w sk

j

N D W N IG a b
IG a b Unif a b

−
σ σ

α α ρ ρ

ξ α − ρ ε σ σ

α ρ
 (5)

The joint posterior distribution of the parameters is 
more complex when the parameter dimensions are high. 
Therefore, the Gibbs sampling algorithm can be applied to 
multidimensional parameter sampling problems. A com-
bined Gibbs and Metropolis sampler is used to sample 
the posterior distributions (Gelfand, 2000). Thus, all the 
parameters for the FST-SM model are estimated. With the 
estimated parameters, the FST-SM model can be used to 
construct the trajectories of the region-specific prediction 
curves as follows:

1

ˆ ˆ ˆˆ( ) ( ) ( ) ( )
p

T
s k s k k sj j k

j

Y t t t t
=

= + µ + ξ ψ∑X β .  (6) 

4. Results and discussion

4.1. Model fitting results and fixed effects
The FST-SM model was used to fit the ZHVI for 101 com-
munities in San Francisco. Figure 4 displays the fitted 
curves and 95% confidence intervals for the three com-
munities (the fitting results for the other communities are 
detailed in the Supplementary Material). Our model ex-
hibited a good fit. Figure 5 shows a histogram of the re-
sidual density. The normality of the residuals shows good 
performance–the model applies to the actual ZHVI data.

As Table 2 shows, the fixed effects of 1 4
ˆ ˆ,β β , and 6β̂  

are positive. This indicates that the ZHVI series with a 
time lag of 1, 4, or 6 positively correlates with the current 
month series. Numerically, the effect of the time-lagged 
ZHVI series fluctuates on a three-month cycle in the short 
term. The ZHVI series has the most significant impact 
with a time lag of 1. Conversely, the ZHVI series with a 
time lag of 2, 3, or 5 was negatively correlated with the 
current month series. The 3β̂  mean and median values 
were –0.0374 and –0.0366, respectively. The 5th and 95th 
percentile ranges included zero and fluctuated around it. 
This suggests that a ZHVI series with a time lag of 3 has 
little effect on the current month’s ZHVI.
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Table 2. Model fit results 

Parameter Mean 5th 
percentile

50th 
percentile

95th 
percentile

b1 2.3931 2.3912 2.3933 2.3954
b2 –1.8530 –1.8435 –1.8427 –1.8419
b3 –0.0374 –0.0876 –0.0366 0.0144

b4 1.2056 1.2102 1.2134 1.2166

b5 –1.0263 –1.0288 –1.0267 –1.0246

b6 0.3182 0.3165 0.3188 0.3211

a1 0.0302 0.0233 0.0298 0.0385
a2 0.0258 0.0202 0.0255 0.0327

s2 0.2044 0.2008 0.2044 0.2081

 Civic Center  Bernal Heights  Sunnyside

Figure 4. Fitting curve of ZHVI

Figure 5. Histogram of residual density

4.2. Analysis of random effects
For random effects, we track long-term potential changes 
in ZHVI through the eigenfunctions of the FPCA. We visu-
alize differences in the trajectories of change across com-
munities. From Figure 6, the mean function ˆ( )tµ  is a curve 
without significant fluctuations. It represents the baseline 
of random variation in ZHVI for all communities. The first 
eigenfunction 1ˆ ( )tψ contributes 97.84% of the variation 

component, reflecting the most dominant pattern of varia-
tion in the random effects. 

We focus on the two periods mentioned in Section 3.2. 
From August 2020 to December 2022, 1ˆ ( )tψ  exhibited a 
downward trend. In May 2022, it crossed the zero baseline. 
This indicates a downward trend in the rate of increase of 
the ZHVI during this period, which gradually changes from 
an increase to a decrease. Corresponding to the intervals 
in Figure 2, it can be confirmed that 1ˆ ( )tψ  is highly consis-
tent with the actual ZHVI change. This reflects changes in 
human household behavior that led to increased demand 
and decreased housing supply shortly after the start of 
the pandemic. This led to an unusual spike in house prices 
(Zhao, 2020).

This was combined with a heat map of the principal 
component scores, as shown in Figure 7a. We observed 
that the northwestern part of San Francisco had the high-
est 1

ˆ
iξ , followed by a higher concentration in the central 

region. This suggests a more significant trend of 1ˆ ( )tψ in 
the northwest and center. These communities could be 
further explored as hotspots. For example, the Golden 
Gate Bridge near the Presidio Heights, Seacliff, and Cow 
Hollow communities provides easy access for commuters. 
This contributes to the high real estate prices. However, in-
fluenced by the pandemic, telecommuting has been grad-
ually replacing traditional work patterns. There is a rapidly 

Figure 6. The mean function and eigenfunctions

a) b) c)
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diminishing demand for people to live in transit-accessible 
communities, leading to a potential trend for residential 
values to fall faster (Bartik et al., 2020). Conversely, some 
communities in South San Francisco have a negative 1

ˆ
iξ , 

and the ZHVI shows a growing trend. This proves that the 
pandemic shifted housing demand from the central and 
coastal communities to the suburbs, consistent with the 
findings of Liu and Su (2021).

From November 2011 to September 2015, 1ˆ ( )tψ  was 
above the zero baseline. This indicates an upward trend 
in ZHVI. This was because of the impact of the subprime 
mortgage crisis. With the Federal Reserve reducing inter-
est rates and implementing quantitative easing, housing 
prices gradually began to recover (Goetzmann et al., 2012). 
Figure 7a shows that 1

ˆ
iξ  was relatively high in some coast-

al communities. House prices in this area have tended to 
trend upward and more dramatically. This may be due to 
policies supporting increased commercial investment in 
densely populated communities (Immergluck, 2011).

Although 2ˆ ( )tψ explains only 2.16% of the variation, it 
can be used as a reference. As shown in Figure 6, opposite 
trends were observed before and after September 2015. It 
extracts a comparison for San Francisco before and after 
September 2015. Combined with Figure 7b, the northeast 
of San Francisco has more significant potential for upward 
mobility after September 2015.

4.3. Forecast results and analysis
In this study, the comparison criteria of mean absolute 
error (MAE), mean square error (MSE), root mean square 
error (RMSE), and mean absolute percentage error (MAPE) 
were applied to evaluate the prediction accuracy (Chiu, 
2024; Guo et al., 2020). However, the input sets varied 
based on the different requirements of each model struc-
ture (see Supplementary Material for details). The compe-
tition model is described as follows.

(1) The Single-output LSTM (Chen et al., 2017) model is 
a variant of a RNN. It is primarily used for single-objective 
time-dependent learning and time-series prediction.

(2) The Multi-output LSTM (Lee, 2022) model compen-
sates for the inability of the Single-output LSTM to capture 
correlations from a single-point dataset. The single-point 
sequence is limited to that location, ignoring surrounding 
information. The Multi-output LSTM mitigates this weak-
ness by utilizing the correlation between multiple targets.

(3) Multiple experiments have shown that the CNN-
LSTM has superior predictive performance compared to 
LSTM networks (Samal et al., 2022). The CNN-LSTM (Ge, 
2019) model aims to predict house prices by capturing 
and analyzing the impact of nearby locations. The graph 
CNN captures spatial dependencies and utilizes an LSTM 
network to learn the historical house prices.

Table 3 presents the results of forecast comparisons. 
The various error indicators of the FST-SM, CNN-LSTM, 
Multi-output LSTM, and Single-output LSTM models in-
crease in that order. The FST-SM has significant advan-
tages in terms of its predictive accuracy. This is because 
the Single-output LSTM model ignores the spatial cor-
relation between locations. The Multi-output LSTM com-
pensates for the shortcomings of the Single-output LSTM 
model but requires extensive data training to capture 
spatial information. The CNN-LSTM model can capture 
spatial dependencies using a graph CNN. Nonetheless, 
a CNN must compress a spatial matrix, which causes 
some information to be lost. The FST-SM extracts spa-
tial correlation features through the CAR structure, which 
overcomes some of the shortcomings of the competitive 
models mentioned above.

Table 3. Comparison results of error indicators

Error 
indicator

FST-SM CNN-LSTM Multi-output 
LSTM

Single-output 
LSTM

MAE 0.9051 1.1137 1.1569 3.4085
MSE 1.2135 2.0985 2.3976 19.0897
RMSE 1.0580 1.3311 1.3937 4.0372

MAPE 0.0066 0.0075 0.0076 0.0231

 1
ˆ

iξ  2
ˆ

iξ  

Figure 7. The principal component scores

a) b)
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Figure 8. Comparison of ZHVI prediction curves

Table 4. ZHVI residential subset prediction results

Month Percentile Overall Single-family 
residences

Condos 2 bedrooms 3 bedrooms 4 bedrooms

2023-01 5 88.8161
(0.1904)

130.6183
(0.0371)

69.9278
(0.1003)

92.1121
(0.0014)

103.9428
(0.0199)

114.7249
(0.0850)

50 142.9784
(0.1438)

230.3824
(0.5316)

122.0919
(0.1916)

135.9638
(0.1417)

167.4671
(0.4854)

208.3976
(0.2827)

95 246.1873
(0.8068)

454.4879
(0.5635)

157.5119
(0.5001)

166.1920
(0.4028)

275.0367
(1.1311)

441.2342
(1.2064)

2023-04 5 86.4171
(0.3270)

124.6943
(0.6167)

69.1765
(0.2308)

89.9465
(0.5335)

101.5862
(0.5623)

111.5690
(0.6924)

50 137.3603
(0.7649)

222.5954
(0.6493)

117.5137
(0.2263)

132.3492
(0.4639)

161.4653
(0.9070)

200.8723
(1.2443)

95 237.8059
(1.4284)

446.1697
(1.1614)

150.0831
(0.6714)

159.2862
(0.8789)

264.4190
(0.7348)

432.1506
(0.1540)

2023-07 5 85.4962
(0.4583)

120.0906
(1.0300)

69.47164
(0.1864)

90.0070
(0.5373)

101.8850
(0.5414)

111.4080
(0.8053)

50 135.3264
(0.8724)

220.2721
(1.2146)

116.5444
(0.3725)

132.2603
(0.5352)

162.3448
(0.7693)

198.7519
(0.8050)

95 241.1443
(1.3257)

436.3786
(1.5328)

150.3187
(0.6451)

158.3788
(0.9680)

260.4916
(0.7089)

423.4888
(1.2510)

2023-10 5 83.7889
(0.3519)

117.8929
(0.5134)

69.4270
(0.1299)

90.1206
(0.3729)

102.3589
(0.4141)

111.8329
(0.6676)

50 135.3976
(0.2438)

216.5315
(0.4857)

117.7401
(0.0834)

132.3739
(0.3778)

162.5441
(0.4972)

197.7688
(0.4513)

95 246.0838
(0.2441)

429.3126
(0.5742)

153.5688
(0.0646)

158.9336
(0.6217)

258.5721
(0.5765)

415.9487
(1.2039)

2024-01 5 80.8189
(0.7944)

112.0381
(1.4893)

67.6248
(0.3530)

88.3499
(0.5830)

100.3803
(0.6383)

109.5331
(1.0377)

50 131.9407
(1.2749)

208.2297
(1.0354)

114.8471
(0.5624)

130.3200
(0.6471)

159.4193
(0.0088)

194.1298
(0.3935)

95 237.9695
(0.5845)

415.8963
(1.0603)

150.6103
(0.6583)

156.0143
(0.5171)

253.5207
(0.2744)

404.1218
(0.2902)

2024-04 5 80.6832
(0.7708)

109.9047
(2.1899)

67.5166
(0.2856)

88.4267
(1.1994)

100.8422
(1.0281)

109.7590
(1.5882)

50 131.0827
(2.0153)

204.0298
(2.8620)

114.9881
(0.6099)

128.9319
(1.4886)

158.9817
(1.1643)

192.9864
(2.1826)

95 235.8732
(2.8297)

410.6985
(2.9119)

150.8002
(0.6357)

154.2578
(2.4532)

251.0495
(0.7720)

400.1541
(1.5715)

Figure 8 shows the forecast curves for these three 
communities. Although all models can predict house price 
trends to some extent, the degree of agreement is not 
as good as that of the FST-SM. In particular, the FST-SM 
model fully demonstrates its extraordinary ability to recog-

nize the timing of turning points. For example, February to 
April 2024 is the rising ZHVI interval. The FST-SM predicts 
this trend more accurately, whereas the other models do 
not capture it. Overall, the FST-SM outperforms the pre-
dictions of the other models.

a) b) c)
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Buyers prefer the type of house based on their needs 
and preferences. For example, some people prefer to live 
in single-family residences with courtyards, whereas others 
prefer condos with easy access to public transportation. 
Overall, the ZHVI may not be an excellent solution for this 
problem. Therefore, we analyzed the predictive power of 
a subset of the ZHVI. This may be a more meaningful way 
to provide information to homebuyers.

Table 4 shows the predictions for the subsets of the 
ZHVI for six of the months of 2023. We selected five 

housing types that comprised a significant portion of San 
Francisco’s housing stock. From Figure 8, we predicted a 
decreasing trend in the ZHVI from January 2023 to April 
2024. Homeowners listed many of their postponed houses 
for sale after the end of the pandemic. Large supply and 
falling demand put downward pressure on house prices 
(Gamber et al., 2023). Table 4 shows a decrease in the 
ZHVI of approximately 11.44%, 5.82%, 5.17%, 5.07%, and 
7.45% for each of the five subsets. Single-family residences 
and houses with four bedrooms declined more than other 

Figure 9. Spatial prediction
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houses–their value was more elastic. Policymakers can 
develop specific responses based on the elasticity of dif-
ferent residential subsets when implementing regulations 
or interventions.

Previously, we showed that the FST-SM model per-
forms well in time-series prediction. However, it also has
strong spatial prediction capability. Figure 9 shows the 
predicted results for the three months in our selected test 
set, along with the actual values. By comparing the ac-
tual values on the left side with the predicted values on 
the right side, the ZHVI has a high predictive accuracy in 
space. The ZHVI exhibits a spatial pattern higher in the 
northwest and central portions of San Francisco. It gradu-
ally decreases from northwest to southeast. This spatially 
scaled predictive analysis differs from those used in previ-
ous studies. This is free from the biases associated with 
data aggregation. Homebuyers can choose a reasonable 
area to buy a house based on spatial forecast results and 
their needs.

5. Conclusions

This study used the FST-SM to model the San Francisco
community-level ZHVI as functional spatiotemporal data.
A CAR model with spatial dependence was introduced into 
the principal component scores. It entirely borrowed infor-
mation on the geographic location and effectively identi-
fied the spatiotemporal patterns of ZHVI. Owing to data
and methodological limitations, such studies have not been 
mentioned previously. The first eigenfunction extracted
from the random effects explained 97.84% of the varia-
tion. This weighting is sufficient to focus the authorities’
attention on policy regulation. We monitor housing price
hotspots through two significant events: the pandemic and
the subprime mortgage crisis. When local governments
monitor the housing market, heat maps with principal 
component scores can be used to identify hotspots.

Moreover, the FST-SM method successfully estimates
the parameters and nonparametric functions of the model. 
This overcomes the limitations of machine learning meth-
ods. Our approach focuses on the relationships between 
variables in the functional domain within a functional spa-
tiotemporal correlation modeling framework. A significant
advantage of the ZHVI is its scalability. The ZHVI covers 
essentially all the metropolitan areas of the United States. 
This is expected to extend the functional spatiotemporal 
model to the entire metropolitan area in the United States. 
Therefore, it is essential to monitor housing information 
across the United States.

This study demonstrates the practical applicability of 
FST-SM for spatiotemporal prediction in three ways. First,
the FST-SM has apparent advantages in forecasting errors
and trends compared with other time-series forecasting
models. The improved prediction performance can be at-
tributed to the spatial correlations between communities. 
Second, we utilize the fine-grained constructive features
of ZHVI to classify a subset of ZHVI residences for pre-

diction. This is beneficial for helping homebuyers develop 
more efficient house-buying programs. Third, we test the 
model for spatial prediction at a particular transect and 
obtain more accurate predictions. Community-scale pre-
diction frees us from the bias introduced by data aggre-
gation. If a real estate company monitors relatively high 
house prices in a particular area, this can be interpreted as 
high demand in the future. The relevant authorities must 
promptly adjust their plans.

In summary, monitoring and forecasting trends in the 
real estate market are major issues faced by policymak-
ers and private investors. This study has significant eco-
nomic implications and provides policy contributions to 
real estate activities. On the one hand, accurate projec-
tions help homebuyers understand affordability, mortgage 
requirements, and long-term financial commitments. Real 
estate investors rely on accurate forecasts to minimize fi-
nancial risk and ensure a return on investments, especially 
in volatile markets. Banks and lending institutions use 
house-price forecasts to assess lending risks and ensure 
appropriate interest rates and credit terms. Governments 
use forecasts to inform decisions on infrastructure devel-
opment and affordable housing policies. On the other 
hand, spatially fine-grained information monitoring can 
help governments track price trends in different real estate 
markets. These trends indicate the health and efficiency of 
the market and can be monitored for a bubble in house 
prices or a decline in buyers’ potential to purchase houses. 
Investors can adopt different portfolio-management strat-
egies based on various market conditions. Homebuyers 
can enhance the purposefulness and transparency of their 
choice of house area.

Useful extensions of the FST-SM for future research 
include modeling non-Gaussian transform function re-
sponses. Most real estate data do not satisfy a normal 
distribution, and the direct assumption of a normal distri-
bution introduces errors. There is also a scalable direction 
for modeling higher levels of fine-grained models. This 
facilitates the provision of comprehensive housing infor-
mation to higher-level agencies.
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