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1. Introduction

The rise of generative AI is transforming the industrial 
landscape, with large language models (LLMs) leading the 
way. In LLMs, embedding models are important compo-
nents because they provide numerical representations of 
text that capture semantic relationships and contextual 
information. Many organizations and researchers have 
developed numerous embedding models. Although the 
abundance of embedding models has simplified text data 
analysis, the evaluation and selection of the most effective 
model for a specific task from the vast number of available 
options remains challenging.

Embedding models can be evaluated in several ways. 
They can be assessed independently using standard 
benchmark datasets, such as WordSim-353, SimLex-999, 
or STS Benchmark, to gauge the quality of the embed-
dings (García-Ferrero et al., 2021; Abe et al., 2022; Liu 
et al., 2024). However, a more effective approach involves 
evaluating their performance based on how well they 
support downstream tasks. This method helps identify the 
embedding model that is optimal for a domain-specific 
downstream task because no single embedding model is 
universally suitable for all tasks.

This study analyzes the consultation records pertaining 
to apartment management in South Korea. These records 

primarily comprise textual data, including enquiries and 
responses from residents, property managers, and man-
agement professionals. We convert these textual data into 
numerical data using various embedding models. The vec-
torized text is then fed into a k-means clustering algorithm 
to categorize the records. We conduct a comprehensive 
evaluation of the embedding models by assessing the per-
formance of the downstream task, specifically, the classi-
fication of consultation records in property management. 
Thereafter, the clustering results are evaluated using both 
quantitative and qualitative approaches. Based on these 
evaluations, we determine the effectiveness of the embed-
ding models used in the upstream stage.

This study contributes to the literature in two ways. 
First, although textual data analysis is commonly con-
ducted in many fields, it is relatively rare in real estate, 
particularly in property management. This study applies 
various embedding models to property management text 
data. Second, the performance of the embedding models 
is evaluated using both quantitative and qualitative ap-
proaches. Such qualitative approaches have rarely been 
employed before; however, in this study, they yielded 
more reliable results than the quantitative approach. The 
findings are expected to provide valuable insights for the 
various stakeholders engaged in property management.

http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3846/ijspm.2025.23637
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The remainder of this paper is structured as follows: 
Section 2 reviews the embedding models and their evalu-
ation methods. Section 3 describes the dataset and meth-
odology used in this study. Section 4 presents the clus-
tering results, evaluates the embedding models, and dis-
cusses their implications for property management. Finally, 
Section 5 concludes the study and suggests directions for 
future research.

2. Literature review

2.1. Embedding models
An embedding model transforms high-dimensional text 
data into low-dimensional vectors, thereby capturing 
semantic meanings and relationships (Li et al., 2020). In 
natural language processing, words or sentences are con-
verted into dense vectors, which dramatically facilitates 
mathematical operations by mapping discrete data (such 
as words) into continuous vector spaces (Yang et al., 2014). 
These vectors preserve the context and meaning of the 
original text, thereby enabling tasks such as document 
classification and sentiment analysis. Table 1 presents the 
example of an original sentence and its corresponding 
embedding vector.

Table 1. Example of an embedding vector

Original sentence Embedding vector

“Hello, property manager!” [0.25, –0.13, 0.45, 0.67, –0.34, 0.12, 
0.89, –0.56, …]

Note: The actual embedding vector would be much longer.

Numerous pre-trained embedding models have re-
cently been developed by various organizations and re-
searchers. The number of such models is constantly rising 
as new models are regularly added.1 Term frequency–in-
verse document frequency (TF-IDF) is a statistical measure 
used to evaluate the importance of a word in a document 
relative to a collection of documents. It is one of the ear-
liest models for text representation that focuses on the 
frequency of terms, while reducing the weight of com-
monly used words (Aizawa, 2003; Ramos, 2003). Follow-
ing TF-IDF, word embedding models such as Word2Vec 
have emerged, which represent words in a continuous 
vector space, and capture the semantic similarities be-
tween words by placing similar words closer together in 
the vector space. Word2Vec uses neural networks to learn 
word associations, significantly improving the quality of 
text representations (Mikolov et al., 2013). More recently, 
transformers, such as bidirectional encoder representa-
tions from transformers (BERT) and generative pre-trained 
transformers (GPT), have revolutionized natural language 
processing by using self-attention mechanisms to capture 

1 As of November 2024, the number of embedding models avail-
able for text classification exceeds 70,000 on the Hugging Face 
Model Hub (https://huggingface.co/models?pipeline_tag=text-
classification&sort=trending).

contextual relationships in text more effectively (Vaswani 
et al., 2017; Rodrawangpai & Daungjaiboon, 2022). Trans-
formers can process entire sentences simultaneously, al-
lowing for a better understanding and generation of the 
human language.

2.2. Evaluation of embedding models
Textual data analysis has become readily implementable 
owing to the current abundance of embedding models. 
However, the challenge lies in evaluating the numerous 
embedding models. Although embedding models can be 
evaluated independently, a more effective approach is to 
assess their performance by assessing how well a down-
stream task performs when using each embedding model. 
This approach helps identify the optimal embedding mod-
el for a specific downstream task, as no single embedding 
model is universally relevant for all downstream tasks. In 
this study, the downstream task involves the clustering of 
consultation records for property management. Thus, our 
focus is on evaluating the quality of the clustering results 
and ultimately determining the effectiveness of the up-
stream embedding models.

In clustering, the evaluation approach depends on data 
availability. Several convenient metrics can be used when 
a labelled dataset is available. Classification accuracy is a 
common metric. It measures the proportion of correctly 
classified cases relative to the total number of cases. It 
is straightforward to understand and widely used in the 
literature (Janecek et al., 2008; Kilimci & Akyokuş, 2019). 
Precision, recall, and the F1-score are often used for im-
balanced datasets or when the costs of false positives and 
false negatives differ (Yacouby & Axman, 2020). The area 
under the receiver operating characteristics curve (AUC-
ROC) is a probability curve, and particularly useful for bi-
nary classification (Jaskowiak et al., 2022).

When a labeled dataset is unavailable, as in this study, 
the following techniques can be used. First, the Silhouette 
score can be used to measure how similar a case is to its 
own cluster compared with other clusters (Shahapure & 
Nicholas, 2020). It is frequently used for measuring clus-
tering quality, and ranges from –1 to +1, where a higher 
value indicates better clustering.2 Second, visualization of 
the clustering results can also be useful. The clustering 
results can be represented graphically using t-distributed 
stochastic neighbor embedding (t-SNE) or principal com-
ponent analysis, and researchers can observe whether they 
form distinct clusters (Bajal et al., 2022). Finally, domain-
specific knowledge can guide the evaluation, enabling re-
searchers to assess whether the clustering results capture 
findings revealed in previous studies (Dash et al., 2022). In 
this study, we assess clustering quality using the Silhouette 
score, visual inspection, and domain-specific knowledge 
of property management. Based on these evaluations, we 
determine the effectiveness of the embedding models.

2 This technique was first proposed by Rousseeuw (1987), where 
the numerical formula was also provided.

https://huggingface.co/models?pipeline_tag=text-classification&sort=trending
https://huggingface.co/models?pipeline_tag=text-classification&sort=trending
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This study contributes to the literature in two ways: 
by applying embedding models to property management 
and combining quantitative and qualitative evaluations. 

 ■ Although textual data analysis is common in many 
fields, it is rarely used in real estate, particularly prop-
erty management. This study applies various embed-
ding models to property management text data.

 ■ The performance of the embedding models is evalu-
ated by assessing a downstream clustering task using 
a quantitative metric (Silhouette score) and qualitative 
approaches (domain-specific knowledge and visual 
inspection). Qualitative approaches have rarely been 
employed in the literature; however, they yielded 
more reliable results than the quantitative approach.

3. Method

3.1. Dataset
In South Korea, apartments are predominant among resi-
dential housing units, with apartments comprising ap-
proximately 14.7 million or 80% of the country’s 18.8 mil-
lion housing units (Korean Statistical Information Service, 
2021). This high preference for apartments is driven by 
factors such as high population density and urbanization 
pressure, unlike many other countries where single-family 
houses are more common. To support the management 
of apartments, many local governments operate support 
centers that offer various services, including administrative 
guidance, dispute resolution, training and education, and 
community development initiatives (Eun et al., 2015).

Among these services provided, administrative guid-
ance is considered most essential. Support centers have 
consultation offices where residents and property manag-
ers can seek advice and information through phone calls 
or online platforms. To ensure the delivery of quality ser-
vices, these offices are staffed with qualified experts, such 
as accountants, legal advisors, and housing policy profes-
sionals. All consultations are documented and recorded, 
with the option to share the data with third parties if the 
caller or writer consents. This study analyzed a dataset 
from the Seoul Support Center for Apartment Manage-
ment, specifically examining 9,023 telephone consultations 
from March 2017.3 Examples of consultation records are 
presented in Table 2.

3 The consultation records used for analysis include both enquir-
ies and responses. The original records were in Korean and 
translated into English before analysis. Using English text sim-
plifies natural language processing (NLP) tasks, both in data 
preprocessing and in finding relevant pre-trained embedding 
models. Since Korean is less commonly used in NLP, the avail-
ability of relevant pre-trained embedding models is extremely 
limited. Translating the input to English is a practical approach 
for conducting NLP tasks on less common languages (Guja 
et al., 2024). This method leverages the extensive availability 
and sophistication of models for English, enhancing the po-
tential for accurate analysis. In this study, translation was per-
formed using Google Translation APIs.

Table 2. Examples of consultation records (total number of 
records is 9,023)

Date Enquiry Response

2017-03-02 In the event of a 
water leak from 
the pipe in the 
laundry room, who 
is responsible for the 
repairs and how is 
this determined?

The responsibility for re-
pairing the water leak de-
pends on whether the laun-
dry room is designated for 
public or private use. If the 
laundry room is intended 
for public use, the manage-
ment office is responsible 
for arranging the repair 
work and covering the 
cost. On the other hand, if 
the laundry room is des-
ignated for private use by 
the residents, the owner of 
the apartment unit directly 
above the laundry room is 
responsible for paying for 
the repairs

2017-03-03 How should I 
handle the splitting 
of deductions 
from management 
expenses and 
recording expenses 
when processing 
retained earnings?

Please consult the 
Accounting Standards 
Explanation Guide on 
the Disposal of Retained 
Earnings

3.2. Embedding models and the clustering 
algorithm
To convert consultation records (text data) into numeri-
cal representations, four embedding models are used: TF-
IDF, Word2Vec, Masked and Permuted Network (MPNet), 
and General Text Embeddings (GTE). As one of the earli-
est frequency-based models for text vectorization, TF-IDF 
generated an output embedding dimension of 83,111. This 
implies that each record was converted into an 83,111-di-
mensional vector, where the dimensions correspond to the 
number of tokens used in the TF-IDF. However, such high 
dimensionality is impractical for subsequent tasks such as 
clustering analysis. To improve computational efficiency, 
the dimensions were reduced to 500 using principal com-
ponent analysis, resulting in a 9,023 × 500 matrix that was 
fed into the clustering analysis.

Word2Vec, proposed by Mikolov et al. (2013), was uti-
lized in this study through its Gensim version, an open-
source library for natural language processing. Word2Vec’s 
output embedding dimension needs to be specified by a 
researcher, and was set to 300 for this study. Therefore, 
each record was converted into a 300-dimensional vector.

MPNet is a pre-trained model that combines the ar-
chitectures of BERT and the eXtreme Language model 
NETwork (XLNet).4 Its output embedding dimension was 
768, converting each record into a 768-dimensional vector.

4 In this study, the pre-trained model “sentence-transformers/all-mp-
net-base-v2” from the Sentence Transformers library was employed. 
Further details on MPNet can be found in Song et al. (2020).
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The optimal number of clusters is identified at the point 
where the rate of decrease in WCSS sharply declines, forming 
an “elbow” shape. Figure 1 shows the elbow plots for cluster-
ing based on the four embedding models. While TF-IDF- and 
GTE-based clustering exhibit a clear elbow at six clusters, the 
optimal number is less distinct for Word2Vec- and MPNet-
based clustering. Based on TF-IDF- and GTE-based clustering, 
this study sets the number of clusters at six (k = 6).

Table 3 presents the k-means clustering results derived 
from the four embedding models. The figures in parenthe-
ses below each embedding model’s name denote the size 
of the input features. For TF-IDF, each of the 9,023 con-
sultation records was transformed into a 500-dimensional 
vector and subsequently fed into the k-means clustering 
algorithm for classification.

While Word2Vec, MPNet, and GTE yielded clusters with 
relatively balanced case numbers, TF-IDF produced skewed 
clusters. Cluster 3 contained 4,992 cases, constituting 55% 
of the total, whereas clusters 4 and 5 contained 361 and 
394 cases, respectively. Several methods for evaluating 
the quality of clustering results have been proposed. This 
study employed Silhouette scores, domain-specific knowl-
edge, and visual inspection.

GTE is a pre-trained embedding model based on 
transformer architecture. In this study, a small variant of 
this model was used to balance performance and com-
putational load.5 Its output embedding dimension was 
384. Each record was converted into a 384-dimensional 
vector.

The k-means clustering algorithm was employed to 
categorize the consultation records. The algorithm parti-
tions a dataset into k distinct groups and aims to uncover 
the underlying patterns in the data (Morissette & Chartier, 
2013). Owing to its ease of implementation and wide ac-
cessibility, the k-means clustering algorithm was chosen to 
classify the consultation records.

4. Results

4.1. Clustering results
The k-means clustering algorithm requires a researcher 
to specify the number of clusters in advance. The elbow 
method is used to determine this number. This method 
illustrates the relationship between the number of clus-
ters and within-cluster sum of squared distances (WCSS).

5 The pre-trained model “thenlper/gte-small” was used in this 
study, which is available from the Hugging Face Transformers 
library. More information on GTE is provided by Li et al. (2023).

Figure 1. Elbow plots
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Table 3. Clustering results derived from the four embedding 
models6

Cluster TF-IDF
(9,023×500)

Word2Vec
(9,023×300)

MPNet
(9,023×768)

GTE
(9,023×384)

1 1,171 1,224 1,527 1,701
2 1,573 1,483 961 1,230
3 4,992 2,599 2,284 1,537
4 361 1,205 1,645 839
5 394 1,367 954 1,713
6 532 1,145 1,652 2,003
Sum 9,023 9,023 9,023 9,023

4.2. Evaluation
4.2.1. Silhouette scores

According to Kaufman and Rousseeuw (2009), Silhouette 
scores typically indicate the following: values above 0.50 
suggest that a reasonable structure has been found and 
the clusters are well separated and defined, while values 
below 0.25 imply that no substantial structure has been 
found and the clusters may not be meaningful. The Sil-
houette scores for the clustering results derived from each 
embedding model are listed in Table 4. Based on the av-
erage scores in the final column, MPNet-based cluster-
ing proved to be the most effective. Word2Vec- and GTE-
based clustering demonstrated moderate effectiveness, 
and TF-IDF-based clustering was the least effective.

Table 4. Silhouette scores for clustering results derived from 
the four embedding models

Clus-
ter 1

Clus-
ter 2

Clus-
ter 3

Clus-
ter 4

Clus-
ter 5

Clus-
ter 6

Aver-
age

TF-IDF 0.42 0.42 0.35 0.35 0.27 0.64 0.41
Word2Vec 0.28 0.29 0.42 0.78 0.63 0.75 0.53
MPNet 0.69 0.80 0.81 0.77 0.67 0.42 0.69
GTE 0.43 0.34 0.67 0.77 0.56 0.33 0.52

4.2.2. Domain-specific knowledge

Table 5 presents an overview of the major topics revealed 
in previous studies on housing management in South Ko-
rea. Because these issues were identified and investigated 
intensively by domain experts, they can be considered ref-
erence topics (RT) in apartment management.

To leverage domain-specific knowledge, we employ a 
keyword-extraction algorithm to extract keywords from 
each cluster in the four clustering results. A smaller and 
faster variant of BERT is used for this task7, and then these 

6 As shown in Table 3, the dimensionality of the embedding vec-
tors from the four models varies from 300 to 768. While em-
bedding vector size could impact the performance of clustering 
analyses, with larger vectors often performing better, this was 
not observed in the subsequent results of this study.

7 The pre-trained model “paraphrase-MiniLM-L6-v2” is employed 
in keyword extraction. This model is based on a smaller version 
of the BERT model, with “L6” indicating that it has 6 transformer 

Table 5. Reference topics revealed in previous studies

RT Description Source

1 Effective 
budgeting

Budgeting is essential for apart-
ment management, covering 
maintenance, repair, administrative 
expenses, and compliance, ensur-
ing efficient fund allocation for 
routine maintenance and repair

Eun et al. 
(2015),
Hyun 
and Lee 
(2021)

2 Vender 
manage-
ment

Vendor management is a com-
mon practice in apartment man-
agement, involving the selection 
and contracting of companies 
that offer various services, such as 
garbage collection and elevator 
safety inspections

Eun et al. 
(2015),
Byun 
(2016)

3 Residents’ 
Representa-
tive Council

Residents’ Representative Council 
is the main decision-making body 
in apartment complexes. Elec-
tions for these positions can be 
competitive. The law requires an 
election commission to ensure a 
transparent election process

Byun 
(2016),
Hyun 
and Lee 
(2021)

4 Noise-be-
tween-floors 
conflicts

These refer to disputes arising 
from excessive noise transmission 
between neighboring units, par-
ticularly from upper floors

Kim 
(2024)

5 Long-term 
repair plans

Property managers must create 
long-term repair plans and secure 
funds from owners for major 
repairs, following government 
guidelines on minimum reserves

Shin 
and Lee 
(2022)

6 Interpreting 
regulations 
and their 
application 
to specific 
cases

Support centers frequently receive 
enquiries about how to under-
stand and apply relevant regula-
tions to practical situations

Eun et al. 
(2015)

extracted keywords are compared with previous studies’ 
findings (Table 5).

Table 6 presents the results of the keyword extraction 
process. The ‘Keywords’ column lists the three primary 
keywords extracted for each row. For instance, the first 
row contains “accounting, account reconciliation, and bill-
ing,” which aligns with RT 1 in Table 5. The cluster with 
these keywords was consistently identified across all the 
four embedding models. Similarly, the second and third 
rows correspond to RT 2 and RT 3 respectively, and were 
detected by all four embedding models. However, the 
cluster associated with RT 4 was only found in two of the 
four models, TF-IDF and GTE. Similarly, clusters linked 
to RT 5 and RT 6 were observed in two models each: 
TF-IDF and GTE for RT 5, and MPNet and GTE for RT 6. 
Keywords in the remaining rows did not match any RTs 
in Table 5 and were thus labeled as NA or not-applicable.

layers. It computes the cosine similarity between consultation 
records and potential keywords, and selects the phrases with 
the highest similarity scores as keywords. Further details can be 
found in Senel et al. (2022). 
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From the TF-IDF to the GTE columns, each column is 
marked with six circles representing the six clusters (k = 6) 
determined by each method. All six clusters identified by 
the GTE-based clustering matched the RTs listed in Table 5. 
Five, four, and three clusters were matched for TF-IDF-, 
MPNet-, and Word2Vec-based clusterings, respectively. 
Based on Table 6, GTE ranks as the best-performing meth-
od, followed by TF-IDF, MPNet, and Word2Vec.

4.2.3. Visual inspection

The evaluation of the four embedding models varied 
when the Silhouette scores were used and domain-specific 
knowledge was leveraged. In this context, visualizing the 
clustering results can aid evaluation, as researchers can 
examine whether distinct clusters are formed in each em-
bedding model. The clustering outcomes were visualized 
using t-SNE in the 2D space,8 as shown in Figure 2.

Each panel shows the distribution of 9,023 observations 
(consultation records) with six clusters overlaid. The GTE 
plot demonstrates well-defined and separated clusters, with 
each color (representing a cluster) occupying a relatively 
distinct area with minimal overlap. The points within each 
cluster are also more compact compared to other cluster-
ing results. Furthermore, the clusters in the GTE plot do 
not blend together as much as in other results. In the TF-
IDF and MPNet-based clusterings, the separation between 
clusters is not as clean as with GTE. There is more overlap 
between adjacent clusters, especially in the central regions, 
and the clusters tend to be more spread out compared to 
GTE. The Word2Vec plot shows the least distinct cluster for-
mations, with clusters being difficult to differentiate due to 
considerable overlap. The “clusters” in the Word2Vec plot 
appear more as a smeared mass with color variations rather 
than distinct groups. In summary, GTE emerges as the top-
performing method, followed by TF-IDF and MPNet, with 
Word2Vec ranking fourth. Therefore, visual inspection sup-
ports the domain knowledge-based evaluation.9

8 t-SNE is an algorithm frequently used for dimensionality reduc-
tion. Implementation details are concisely explained in Platzer 
(2013), and Pareek and Jacob (2021).

9 Silhouette scores: MPNet > Word2Vec > GTE > TF-IDF. Domain 
knowledge and visual inspection: GTE > TF-IDF, MPNet > Word2Vec.

Table 6. Extracted keywords in the four clustering results

Keywords RT TF-IDF Word2Vec MPNet GTE

Accounting, account reconciliation, billing 1    

Bidding, selection guideline, vendor 2    

Candidate, representative, residents 3    

Noise, dispute, floors 4    

Repair, reserve, liability 5    

Regulation, enforcement decree, law 6    

Owner, owner-occupied, local government NA    

Budget, year, amount NA    

Complaint, facilities, confirmation NA    

Housing, tenant, building NA    

Complaints, enquiry, information NA    

TF-IDF

Word2Vec

a)

b)
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MPNet

GTE

Figure 2. Visualization of clustering results in  
t-SNE 2D space10

4.3. Implications for property management
Table 6 reveals that each RT is present in more than one 
embedding model, whereas each non-RT is found in only 
one embedding model, with the exception of the “owner, 
owner-occupied, local government” topic, which appears 
in two models (Word2Vec and MPNet). This indicates the 
reliability of the domain knowledge-based evaluation, 
which is further validated through a visual inspection of 
the clustering results.

When selecting a single embedding model for consul-
tation records in the context of property management, the 

10  The range of t-SNE component values does not have a specific 
meaning. The relative distances between data points in the t-
SNE plot are what matters, as they indicate the similarity or 
dissimilarity between data points.

preferred choice would be the GTE. This involves converting 
consultation records into embedding vectors (resulting in a 
9,023 × 384 matrix) and categorizing them into six groups. 
These groups were: effective budgeting, vendor manage-
ment, residents’ representative council, noise-between-
floors conflicts, long-term repair plans, and interpreting 
regulations and their application to specific cases.11

This study examined 9,023 consultation records from 
the Seoul Support Center in March 2017. However, these 
services are offered throughout the year by all 17 pro-
vincial governments in South Korea, making their classi-
fication and documentation by humans impractical. The 
approach proposed in this study offers a promising so-
lution to this challenge. By selecting a domain-relevant 
embedding model and clustering algorithm, this study 
demonstrated that residents’ enquiries and complaints 
can be systematically and efficiently classified. The catego-
rized results are expected to aid the 17 support centers for 
apartment management in identifying enquiry trends and 
enhancing operational strategies.

5. Conclusions

This study analyzed 9,023 consultation records compiled 
by the Seoul Support Center for Apartment Management 
in March 2017. These records are textual data; thus, we 
converted them into numeric data using the four embed-
ding models: TF-IDF, Word2Vec, MPNet, and GTE. The vec-
torized text from these models was fed into a k-means 
clustering algorithm, and six clusters were identified. This 
study conducted a comprehensive evaluation of the four 
embedding models by assessing how well the downstream 
task performs. In this study, the downstream task was to 
classify consultation records for property management. 
The clustering results were assessed using a quantitative 
metric (Silhouette score) and qualitative approaches (do-
main-specific knowledge and visual inspection). Qualita-
tive approaches, which have rarely been employed in this 
field, have proven to be more accurate and reliable than 
the quantitative approach. Through these evaluations, we 

11 TF-IDF and Word2Vec generate static embeddings, where a 
word has the same vector representation regardless of its sur-
rounding context. In contrast, GTE produces dynamic, contex-
tual embeddings, where the representation of a word varies 
based on the sentence in which it appears. In our case, with 
consultation records, the same word used in different con-
texts (e.g., “The property manager fixed the broken window” 
and “The property manager apologized for the broken prom-
ise”) may have significantly different meanings. This contextual 
adaptability allows GTE to perform better. Additionally, GTE is 
built based on nodes and edges in a graph, enabling a broad 
comprehension of linguistic features. GTE’s underlying graph 
structure allows it to capture longer-range dependencies be-
tween phrases, compared to the sequential processing models 
like MPNet. This might explain the higher performance of GTE, 
especially when the consultation records have longer descrip-
tions of the enquiry at hand. While these interpretations are 
plausible, we acknowledge that further analysis is needed to 
confirm these hypotheses. Visualizing the embeddings them-
selves might reveal additional insights.

c)

d)
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(pp. 327–337). Springer Singapore. 
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ultimately determined the effectiveness of the four em-
bedding models. In the context of consultation records, 
the best-performing embedding model was the GTE. 

With the abundance of available embedding models, 
document classification has become readily implementa-
ble. The challenge is to select an effective embedding 
model for a specific task. This study underscores the im-
portance of domain-specific knowledge and qualitative 
evaluations in the selection and application of embedding 
models for domain-specific tasks. The approach adopted 
in this study is expected to provide insights into similar 
applications in other domains.

This study was conducted using a dataset from a single 
month and a single support center, which may not fully 
represent the diversity of enquiries received throughout 
the year and across different provinces. We expect that 
embedding models pre-trained on text data more similar 
to our domain, such as other types of customer service 
records or text focused on housing management, would 
likely perform better than those trained on vastly differ-
ent data, like social media text. A larger dataset would 
generally lead to better clustering results, as it provides 
a more representative sample of the different issues. The 
quality of the textual data could also impact results; noisy, 
inconsistent, or poorly formatted data, such as typos and 
abbreviations, could negatively affect the representation 
power of embedding models. In summary, domain similar-
ity, data volume, and data quality would impact the results. 
Therefore, future studies should apply the approach used 
in this study to different types of documents to confirm 
the generalizability of the findings.

Regarding the evolving nature of embedding mod-
els, we anticipate the following trends. Future embedding 
models will likely become increasingly complex and incor-
porate more parameters, leading to a better capture of 
semantic nuances and improved performance. Addition-
ally, we expect the development of more sophisticated 
fine-tuning techniques for domain-specific applications. 
These fine-tuning techniques could help adapt embed-
ding models to new datasets more effectively. In short, the 
continued development of embedding models means that 
the optimal model for a certain task may evolve over time.
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