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aBStract. mass appraisal, or the automatic valuation of a large number of real estate assets, has 
attracted the attention of many researchers, who have mainly approached this issue employing tra-
ditional econometric models such as ordinary Least Squares (oLS). However, this method does not 
consider the hierarchical structure of the data and therefore assumes the unrealistic hypothesis of the 
independence of the individuals in the sample. This paper proposes the use of the Hierarchical Linear 
Model (HLM) to overcome this limitation. The HLM also gives valuable information on the percentage 
of the variance error caused by each level in the hierarchical model. in this study HLM was applied 
to a large dataset of 2,149 apartments, which included 17 variables belonging to two hierarchical 
levels: apartment and neighbourhood. The model obtained high goodness of fit and all the estimated 
variances of the parameters in HLM were lower than those calculated by oLS. it can be concluded as 
well that no further neighbourhood variables need be added to the model to improve the goodness of 
fit, since almost all the residual variance can be attributed to the first hierarchical level of the model, 
the apartment level.
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1. IntroductIon

The real estate market plays an important role 
in the economy, influencing aspects such as pub-
lic policies, taxation, financial system stability, 
employment, household spending, etc., as the re-
cent economic crisis has clearly revealed. for this 
reason, it is not surprising that this market has 
been carefully studied from different perspectives, 
especially in recent time, focusing on topics like 
price formation (aznar et al. 2010), investment de-
cisions (Cervelló et al. 2011), taxation (raslanas 
et al. 2010) or life quality (Štreimikienė 2014), just 
to mention some examples. another important and 
recurrent research topic is residential real estate 
mass appraisal.

mass appraisal is the systematic appraisal of 
groups of properties as of a given date using stand-
ardized procedures and statistical testing (Gloude-
mans 1999). in the case of residential real estate 
valuations, there are different public and private 
organizations that benefit from mass appraisal for 
different ends, e.g. local governments employ such 
valuations to calculate certain taxes, banks use 
it to value real estate assets offered as mortgage 
collateral, investment funds to estimate the price 
of real estate portfolios, and valuation companies 
use it to monitor the valuations calculated by their 
staff, etc.

The usefulness of mass appraisal has triggered 
the proposal and application of different methodolo-
gies, which can be classified into two groups: one 
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based on an econometric approach and another 
based on the artificial intelligence approach. The 
former includes regression models and their multi-
ple variants. The second group is well represented in 
the literature and includes approaches like decision 
trees (fan et al. 2006), rough set theory (d’amato 
2007), artificial neural networks (Tay, Ho 1992; 
García et al. 2008; Selim 2009), support vector ma-
chines (Kontrimas, Verikas 2011) and random forest 
(antipov, Pokryshevskaya 2012).

it is common that real estate appraisers incor-
porate in their valuation activity methodologies 
that have already been tested in other fields and 
are frequently used for other purposes. so, for ex-
ample, habitual and well-established methodolo-
gies like dEa (Titko et al. 2014), aHP (Ecer 2014) 
or econometric models (mihi-ramirez et al. 2013; 
rudzkis, Valkavičienė 2014) have been introduced 
into the appraisers’ practice as well (D’amato 
2010; aznar et al. 2011; narula et al. 2012; Cer-
velló et al. 2011).

in this paper we propose to apply an economet-
ric model, the hierarchical linear model (hereafter 
HLM) to mass valuation. HLM are also known 
as multilevel models, mixed models, random ef-
fect models or variance components models. This 
method has already been used in other fields but, 
to the authors’ knowledge, has so far not been ap-
plied to mass valuation. hierarchical linear models 
have been successfully used since the 80s in the 
fields of education (aitkin et al. 1981; raudenbush, 
Bryck 1986; Singh 2014), public policy (duncan 
et al. 1993; Tso, Guan 2014), criminology (Gelman 
2007; fagan et al. 2015), and politics (Wang et al. 
2015). This method overcomes some limitations of 
the traditional regression models, which are based 
on the hypothesis that the individuals in the sam-
ple are independent, however this assumption is 
not always correct. HLM also provides valuable 
information on the percentage of the variance er-
ror caused by each level in the hierarchical model. 
in this paper, the variables are grouped into two 
hierarchical levels (those which describe the apart-
ment and those which describe the neighbourhood) 
in order to determine which group of variables best 
explains price variability.

another important contribution of the pre-
sent research is the use of a large database with 
a great number of observations and explanatory 
variables, which makes the results obtained more 
robust than those of previous studies in which the 
database was more limited in terms of observa-
tions and explanatory variables.

The remainder of the paper is structured as fol-
lows. The next section presents a brief review of 
the literature on the use of econometric models for 
mass appraisal of residential real estate. Section 3 
introduces the proposed method, i.e. the hierarchi-
cal Linear Model. Section 4 describes the database 
employed to estimate the econometric models. sec-
tion 5 presents the application of HLM to the mass 
valuation of apartments in the city of alicante, 
spain, and section 6 contains our conclusions.

2. tHe uSe of econoMetrIc ModelS 
for MaSS aPPraISal of reSIdentIal 
real eState

Econometric models, or more specifically, hedonic 
regression models, have been extensively applied 
in the literature and are widely used by both aca-
demics and practitioners in residential real estate 
mass appraisal. a large number of academic stud-
ies have employed regression models for real es-
tate valuation from the decade of the 80s to the 
present. These studies apply different econometric 
models with different complexity levels, like the 
traditional hedonic regression models (Palmquist 
1984; isakson 2001; downes, Zabel 2002), ridge 
regression (ferreira, sirmans 1988) or quantile 
regression (farmer, Lipscomb 2010; narula et al. 
2012), just to mention some examples.

hedonic price models are employed to assess the 
factors that affect house prices, including the char-
acteristics of both the house and its neighbourhood. 
however, in the traditional model these factors are 
regarded as independent and are not interrelated 
in the analysis, which means that the influence of 
the house characteristics on the price is considered 
to be constant, regardless of its location. This as-
sumption cannot correctly reflect the real situation, 
as the characteristics of a neighbourhood are not 
independent of those of the house and the two may 
interfere with each other. according to Basu and 
Thibodeau (1998), when spatial autocorrelation ex-
ists in the error term in a hedonic price equation, 
the assessment results of the parameters may be 
subject to error. incorrect coefficients may also be 
caused by the explanatory variables in the model, 
leading to wrong conclusions.

This is because the traditional regression mod-
els do not consider the multilevel or hierarchical 
structure that generates house prices. houses are 
located within neighbourhoods and neighbour-
hoods within cities, so this hierarchy must be em-
ployed to reflect the spatial heterogeneity of house 
prices.
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Brown and Uyar (2004) consider that HLM can 
be applied to overcome these problems and correct-
ly assess the implicit price of a house with non-con-
stant variance and spatial heterogeneity. in other 
words, HLM can be used to separate the variation 
in housing prices into a portion that depends on 
house-specific characteristics and another portion 
that depends on neighbourhood-specific character-
istics. These authors also note that although Gis 
data can be used for neighbourhood effects and 
spatial correlation, it will not identify the impact 
of individual neighbourhood characteristics on the 
price of a house.

although the application of the HLM is promis-
ing, its use in real estate valuation has been limit-
ed. Lee (2009) explored the influence of satisfaction 
with public facilities on housing prices; Giuliano 
et al. (2010) analyzed the relationship between ac-
cessibility and residential land value. in a pioneer 
study by Brown and Uyar (2004) a HLM approach 
was introduced to assess the effects of house and 
neighbourhood characteristics on housing prices, 
but only the area was used to describe the dwell-
ings. as far as we know, HLM has not yet been 
employed on mass appraisal, which is characterized 
by the intensive use of standardized procedures on 
a large database, including a high number of obser-
vations and explanatory variables of the price.

3. MetHodology

our analysis applies HLM, as the database is hi-
erarchically structured with apartments (Level 1 
units) clustered within postal codes (Level 2 units).

Postal codes are used as a proxy for the dif-
ferent neighbourhoods in a city. HLM models are 
statistically more efficient than analyses that only 
consider the apartment level, those that only con-
sider the postal code level, or those that use both 
with data panel techniques. as mentioned above, 
considering the clustered nature of the database 
allows unbiased effects and robust standard errors 
to be estimated and correct significance tests to 
be produced. HLM also allows for the inclusion of 
both variables at apartment level (e.g. number of 
rooms) and postal code level (e.g. commercial char-
acteristics of the neighbourhood).

HLM was fitted to the data using the lme4 pack-
age in r statistical software (r Core Team 2014). 
different models were fitted for different levels for 
explanatory variables. The output of these analy-
ses has two parts: fixed effects for each explana-
tory variable that are interpreted in the ordinary 
multiple regression sense (the average effect of the 

explanatory variable on the response variable); 
and random effects that describe the unexplained 
variability in the response variable. There are two 
random parameters, one for the Level 1 (apart-
ment) variation and one for the Level 2 (postal 
code) variation. This comparison makes it possible 
to estimate the percentage of variation attribut-
able to Level 2 (variance partition coefficient).

The statistical significance of any of the es-
timated parameters is tested by comparing the 
goodness of fit of two alternative models and test-
ing whether the improvement in fit is statistically 
significant.

3.1. Model formulation

The literature on residential real estate valuations 
has considered a variety of alternative models in 
which the set of explanatory variables depends 
partially on the information available: size of the 
apartment, number and type of rooms, year of con-
struction, characteristics of the block and the floor 
on which the apartment is located, among others. 
The most frequently used dependent variables are 
apartment price and price per square meter. Given 
the hierarchical nature of the data in which apart-
ments are nested within geographical areas (postal 
codes), fixed effects are also included to capture 
between-postal code differences in price levels.

Thus, we can write the general model to be es-
timated as:

0 ,      

1, ,   ; 1, ,  

ij k ijk j j ij
k j

Y x G

i I j J

= β + β + β + ε

= … = …

∑ ∑
, (1)

where: ijY  represents the price for apartment i  in 
postal code j ; ijkx  represents the k  explanatory 
variable, and G  is the vector of geographical fixed 
effects. The parameters to be estimated are kβ  and 

jβ , and ijε  is the error term.
model 1 can be estimated by ordinary least 

squares (oLS), assuming that the apartments un-
der study are independent. More specifically, oLS 
assumes that the residuals ijε  are uncorrelated, 

( ) 2Var Iε = σ . however, in grouped data the group 
effect must be considered, which means that the 
independence assumption will not hold. One effect 
of ignoring clustering is that the standard errors of 
the oLS parameters will be incorrectly estimated 
and no inference can be properly applied.

HLM can estimate the correct standard errors 
and analyse the nature of between-group variabil-
ity and the effect of a grouping-level characteristic 
on an individual outcome, identify outlying groups 
and estimate group effects simultaneously with 
the effects of group-level explanatory variables.
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3.2. Multilevel model formulation

in the simplest HLM formulation we consider the 
one-level random-intercept Model 2:

0ij k ijk k jk j ij
k k

Y x G u= β + β + β + + ε∑ ∑ , (2)

where: ju  is the group random effect (group-level 
residual) for group j. Thus, the overall conditioned 
mean is 0 k ijk

k

xβ + β∑ , but the conditioned mean 

for the group j is 0  k ijk j
k

x uβ + β +∑ , so that ju  can 

be understood as the difference of group j’s mean 
and the overall mean.

The basic assumptions on the group-level re-
siduals are that they are independent and normal-
ly distributed with zero mean, ( )2~ 0, uu N Iσ ; the 
individual-level residuals verify the same assump-
tions ( )2~ 0,N Iεε σ ; and group-level residuals are 
uncorrelated with individual-level residuals, thus 
total variance for individual ij is 2 2

u εσ + σ . The pro-
portion of total variance explained by differences 
between groups is called the variance partition co-
efficient ( )2 2 2/u uVPC ε= σ σ + σ .

4. dataBaSe

Together with the application of HLM to mass 
valuation, the other novel feature of the present 
study is the large database employed, which con-
sists of information on 2,149 apartments in the 
city of alicante, spain. 17 variables were collected 
for each apartment: 6 describe its characteristics, 
7 describe the building in which it is sited and 4 
describe the neighbourhood.

This large database contrasts with those used 
in most of the studies in this field, regardless of 
the valuation method applied, e.g. Brown and 
Uyar (2004) considered data for 725 dwellings 
and only one explanatory variable; d’amato (2007) 
worked with 390 observations; García et al. (2008) 
used 591 sample cases; in Kontrimas and Verikas 
(2011) the sample size was 100; and narula et al. 
(2012) considered 54 observations.

in the present study each apartment is de-
scribed by the following variables:

a. apartment characteristics:
a.1. Price: apartment price in euros;
a.2. area: total area of the apartment in square 

meters;
a.3. Terrace: binary variable indicating wheth-

er or not the apartment has a terrace;
a.4. floor: floor on which the apartment is lo-

cated;
a.5. Bedrooms: number of bedrooms;
a.6. Bathrooms: number of bathrooms.

B. Block characteristics, which include both 
quantitative and qualitative variables:

b.1. number of apart.: number of apartments 
in the block;

b.2. Lifts: binary variable indicating whether or 
not the block has a lift;

b.3. number of floors: number of floors in the block;
b.4. age of block: age of the block in years;
b.5. Location: indicates the position of the 

block as a qualitative variable in four lev-
els. “Very good” means that the building is 
near the sea front or an important facility. 
“Good” is assigned when it is in a boulevard 
or large square. “fair” is for an average 
street or thoroughfare and “Bad” means it 
is in a narrow street or poor neighbourhood;

b.6. Quality: describes the quality of the block 
construction as a qualitative variable. Two 
levels are considered: “High” and “Medium”;

b.7. Community spaces: this qualitative vari-
able indicates the existence of community 
spaces. Buildings are clustered into two 
groups: “none” (no community spaces) or 
“With community spaces”;

C. neighbourhood characteristics, which only 
include qualitative variables:

c.1. Commerce: commercial activity. Can be de-
scribed as “Bad”, “fair”, “Good” or “Very good”;

c.2. neighbourhood: general perception of the 
neighbourhood. Can be “Very bad”, “Bad”, 
“fair”, “Good” or “Very good”;

c.3. income: perception of the neighbourhood 
residents’ income group classified into 
“high”, “medium-high”, “medium”, “medi-
um-Low” and “Low”;

c.4. Density: density of the neighbourhood pop-
ulation levels is “high” and “medium”.

all these variables are grouped into the two hi-
erarchical levels defined in our HLM model. apart-
ment characteristics and block characteristics are 
assigned to Level 1 (apartment/block level), where-
as neighbourhood characteristics are assigned to 
Level 2 (postal code/neighbourhood level).

We recoded any variable that had either al-
most empty levels or too many levels, to reduce its 
number of levels and thus significantly reduce the 
number of parameters to be estimated in oLS and 
HLM. There are no missing values in the database 
because real estate appraisers need all this infor-
mation to assess the property.

Descriptive statistics for both quantitative and 
qualitative variables are given in Tables 1–3. The rep-
resentative apartment (single-family residential prop-
erty) has 100 square meters, no terrace, 3 bedrooms, 
2 bathrooms and is worth €165,000 (median value).
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Table 1. Descriptive statistics for quantitative variables
apartment n mean median minimum maximum Std._deviation Coef._var.
Price 2,149 196,069.08 165,000.00 27,550.00 1,745,000.00 151,180.36 0.77
area 2,149 103.24 100.00 25.00 300.00 33.13 0.32
Terrace (*) 2,149 0.13 0.00 0.00 1.00 0.34 2.59
floor 2,149 4.35 4.00 1.00 24.00 2.42 0.56
Bedrooms 2,149 2.95 3.00 1.00 6.00 0.86 0.29
Bathrooms 2,149 1.60 2.00 1.00 5.00 0.55 0.35
Block n mean median minimum maximum Std._deviation Coef._var.
number of 
apart.

2,149 19.72 15.00 1.00 496.00 29.81 1.51

Lifts (*) 2,149 0.70 1.00 0.00 1.00 0.46 0.65
number of 
floors

2,149 6.82 6.00 2.00 35.00 3.24 0.48

age of block 2,149 18.68 25.00 0.00 40.00 11.74 0.63

(*) 1 = yes; 0 = no.

Price is extremely skewed to the right, as 
shown by the difference between the average and 
the median jointly with the coefficient of variation 
(0.77). We partially solve this problem considering 
the log of price. following most previous studies, 
we also considered the log transformation for sev-
eral variables: area, floor, Bedrooms, Bathrooms, 
and number of apartments.

The typical block has 15 apartments, a lift, 6 
floors, is 25 years old, has no community spaces, 
construction quality is “medium” and its location 
is defined as “fair” (Table 2).

most apartments are in a “Good” neighbour-
hood, with “medium” income, “Good” commercial 
services and “High” density (Table 3).

The lowest level of the qualitative variables that 
describe the neighbourhood was chosen as the refer-
ence level in the analysis. for example, the refer-
ence level for the commercial services in the regres-
sions is fair/Bad to simplify the interpretation of 
the coefficient signs in the regression models.

The hierarchical analysis is applied on two 
levels; the first examines the influence of build-
ing characteristics (apartment and block) on price, 
while the second level measures the influence of 
the neighbourhood. in order to undertake this 
two-level-analysis, information must be available 
in the database about the apartments’ postal code, 
as in our case, which can thus be used as a proxy 
for the neighbourhood.

Our initial hypothesis is that there is greater 
homogeneity among apartments belonging to the 
same postal code and greater heterogeneity among 
apartments in different postal codes.

Table 2. description of the real estate qualitative 
variables
Variables n %
Location

Very good 88 4.09
Good 467 21.73
fair 1,578 73.43
Bad 16 0.74

Quality
high 57 2.65
medium 2,092 97.35

Community spaces
none 1,700 79.11
With community spaces 449 20.89

Table 3. description of the neighbourhood qualitative 
variables
Variables n %

Commerce
fair/Bad 175 8.14
Good 1,566 72.87
Very good 408 18.99

neighborhood
Very bad 38 1.77
fair 155 7.21
Good 1,420 66.08
Very good 536 24.94

income
high 361 16.80
medium-high 452 21.03
medium 1,189 55.33
Medium-Low 107 4.98
Low 40 1.86

Density
high 2,047 95.25
medium 102 4.75
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figure 1 shows a map of the city of alicante 
and the distribution of its 16 postal codes. The lo-
cation of the postal codes provides information on 
the city’s urban development. Postal codes 03000 
to 03004 are in alicante’s historic city center, front 
onto the sea and are very attractive from the tour-
ist and commercial point of view. They have good 
facilities and services, are well connected, and 
many of the city’s best-known buildings are located 
there.

in the 20th century alicante experienced signif-
icant demographic growth which triggered a major 
geographical expansion and the city has continued 
growing as a consequence of the real estate bubble 
at the beginning of the 21st century. as a result of 
these expansion periods, new neighbourhoods with 
different characteristics have been created over the 
years and alicante has become an important tour-
ist resort. in this context, special attention must 
be given to postal code 03016, which fronts onto 
the sea, as the demand from tourists in this area 
may influence the behaviour of real estate prices.

Postal code 03005 contains the largest number 
of apartments in our sample (249 apartments or 
11.5% of the sample) and 0314 has the smallest 
(61 apartments, 2.8% of the sample).

5. eMPIrIcal analySIS

This section discusses the results obtained from 
applying HLM and compares the results with 
those from oLS.

our analysis considers four model specifications 
(Table 4). Models 1 to 3 are fitted only by HLM. 
Model 4a is fitted by HLM and Model 4b is fitted 
by the oLS approach for purposes of comparison. 
all HLM models are estimated with random in-
tercept. The oLS model includes fixed effects for 
each postal code.

fig. 1. map of the city of alicante with postal codes

The specification of Model 1 only includes the 
intercept, with no explanatory variables for price. 
This is the base model and will be used to cal-
culate the pseudo-r2 (Snijders, Bosker 1999; Gi-
uliano et al. 2010). Model 2 includes the apartment 
characteristics as explanatory variables and model 
3 incorporates block characteristics. Both versions 
of Model 4 use all apartment, block and neighbour-
hood variables.

The comparison of the four HLM models is 
done by determining the significant variables and 
whether there are changes regarding the magni-
tude of the coefficients. Pseudo-r2 is also compared, 
as is the reduction in total variance explained by 
inter-group differences, or the so called variance 
partition coefficient.

for Model 4, HLM and oLS are compared us-
ing the estimated fixed effects and their standard 
error, as well as the criteria commonly employed to 
measure goodness of fit: mean absolute percentage 
error (maPE), mean absolute error (maE), and 
root of the mean square error (rmsE).

The results given in Table 4 show that all apart-
ment variables are highly significant, regardless of 
the regression model estimated. as pointed out in 
Tanaka et al. (1982), the fact that the bedroom co-
efficient is negative is due to the strong correlation 
between this variable and area. in the case of fixed 
floor space, the larger the number of rooms, the 
lower the price, since smaller rooms reduce prices.

When considering block variables (Model 3), 
some variables included in Model 2 drastically re-
duce their coefficient in absolute terms, especially 
the floor coefficient, which goes from 0.083 to 
0.046. The Bedrooms coefficient drops from –1.559 
to –0.697 and the Bathrooms coefficient is reduced 
from 0.312 to 0.079.

Most of the variables that describe block char-
acteristics show highly significant results, in both 
in Models 3 and 4, with both HLM and oLS: num-
ber of apartments, age of block, Lift, Quality and 
“Very Good” for Location. The remaining Location 
options and Community spaces are not significant.

The coefficient signs are as expected. in this 
case, the coefficients of the variables number of 
apartments and age of block have a negative sign, 
showing that the more the apartments in a build-
ing and the older the block, the lower the price and 
that both “high” quality and “Very good” location 
blocks are worth higher prices. When the variables 
describing the neighbourhood are included in mod-
el 4, the coefficient of “Very Good” for Location is 
reduced, since some neighbourhood characteristics 
are related to block features.
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Table 4. Model estimation and goodness of fit
HLM Model 1 HLM Model 2 HLM Model 3 HLM Model 

4.a
oLS Model 
4.b

(intercept) 11.974 *** 9.365 *** 9.154 *** 8.912 *** 9.016 ***
(0.101) (0.231) (0.202) (0.179) (0.181)

log(area) 0.561 *** 0.587 *** 0.572 *** 0.573 ***
(0.053) (0.044) (0.040) (0.040)

log(floor) 0.083 *** 0.046 *** 0.044 *** 0.044 ***
(0.011) (0.010) (0.009) (0.009)

log(Bedrooms) –1.559 *** –0.697 *** –0.606 *** –0.576 ***
(0.179) (0.150) (0.136) (0.137)

log(Bathrooms) 0.312 *** 0.079 *** 0.054 ** 0.052 **
(0.023) (0.022) (0.020) (0.020)

Terrace: yes versus no 0.117 *** 0.111 *** 0.099 *** 0.099 ***
(0.017) (0.014) (0.013) (0.013)

log(area)*log(Bedrooms) 0.295 *** 0.147 *** 0.130 *** 0.125 ***
(0.040) (0.034) (0.031) (0.031)

log(number of apartments) –0.027 ** –0.031 *** –0.030 ***
(0.009) (0.008) (0.008)

age of block –0.006 *** –0.006 *** –0.006 ***
(0.001) (0.001) (0.001)

Lift: yes versus no 0.192 *** 0.166 *** 0.163 ***
(0.016) (0.015) (0.015)

Location: fair versus Bad 0.051 –0.075 –0.068
(0.057) (0.053) (0.053)

Location: Good versus Bad 0.193 ** 0.018 0.026
(0.059) (0.055) (0.056)

Location: Very good versus 0.573 *** 0.396 *** 0.402 ***
Bad (0.063) (0.059) (0.060)
Quality: High versus Medium 0.309 *** 0.275 *** 0.274 ***

(0.033) (0.030) (0.030)
Community spaces: With –0.030 –0.002 –0.001
community spaces vs. none (0.019) (0.017) (0.017)
Commerce: Good versus –0.008 –0.023
fair/Bad (0.041) (0.042)
Commerce: Very good versus 0.171 *** 0.151 **
fair/Bad (0.048) (0.049)
income: Medium-Low versus 0.098 0.090
Low (0.143) (0.144)
income: Medium versus Low 0.260 0.252

(0.146) (0.147)
income: medium-high versus 0.382 ** 0.364 *
Low (0.147) (0.148)
income: High versus Low 0.477 ** 0.453 **

(0.149) (0.150)
Density: high versus medium 0.049 * 0.051 *

(0.024) (0.024)
neighborhood: fair versus –0.075 –0.082
Very bad (0.145) (0.146)
neighborhood: Good versus 0.100 0.085
Very bad (0.149) (0.150)
neighborhood: Very good 0.178 0.153
versus Very bad (0.150) (0.151)
random effects:
Total variance 0.319 0.139 0.102 0.042 0.039
neighborhood variance 0.163 0.068 0.054 0.003 –
residual variance 0.156 0.071 0.048 0.039 0.039
Variance Partition Coefficient 51.177 49.110 53.194 7.856
Goodness of fit:
Pseudo r2 (r2 for oLS Model 4.b) 0.563 0.681 0.867 0.863
maE 63,080.412 43,746.889 34,839.939 31,430.820 31,457.258
maPE 30.345 20.324 16.976 15.281 15.273
rmsE 131,483.266 92,758.127 64,488.038 59,213.925 59,308.286
num. obs. 2,149 2,149 2,149 2,149 2,149
num. groups: PC 16 16 16 16 16

*** p < 0.001, ** p < 0.01, * p < 0.05.
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Model 4 includes Level 2 variables. Here again, 
those characteristics that are significant when ap-
plying HLM are also significant with oLS. The sig-
nificant neighbourhood variables at a significance 
level of 5% or lower are: “Very Good” for Commer-
cial Services, and “Low”, “High” and “Medium-
high” for income. The remainder of the neighbour-
hood variables is not significant.

as for the magnitude of the coefficients, no im-
portant differences are observed other than those 
already mentioned. The positive or negative sign 
is identical for all models. it is worth mention-
ing that the variance of the coefficients is always 
smaller in HLM than in oLS. However, the obser-
vations are not independent, so that oLS estima-
tions are inefficient and lead to higher variances 
than those in HLM.

The different models we developed make it pos-
sible to analyse the evolution of total variance and 
the variance partition coefficient. in this way we 
can calculate the percentage of the total variance 
explained by differences in neighbourhoods/postal 
codes (group-level) and by differences at the apart-
ment/block level (individual-level). This analysis is 
not possible when oLS is employed, as in this case 
only the variance of the individual-level residuals 
can be calculated.

Table 4 also shows variance components: neigh-
bourhood variance, which is the group-level vari-
ance generated by differences between neighbour-
hoods not captured in the model; and residual 
variance, which is the individual-level variance 
generated by differences between the apartments 
that are also not captured in the model.

in Model 2 the neighbourhood effect is not cap-
tured, as this model only includes apartment vari-
ables, so that neighbourhood variance is respon-
sible for as much as 49.1% of the total variance.

When block characteristics are included in 
Model 3, the neighbourhood variance drops by 20% 
with respect to Model 2 (from 0.068 to 0.054). The 
reduction observed in the residual variance is larg-
er, 32%, from 0.071 to 0.048. The reason for this 
is that Model 3 includes more important variables 
at the individual level, so that although total vari-
ance is reduced, the percentage of this variance at 
group level increases to 53.2%.

When neighbourhood descriptive variables are 
introduced in model 4a, the total variance experi-
ences a drastic reduction, from 0.102 in Model 3 
to just 0.042 in Model 4a. This reduction is larger 
than the one obtained with block variables, since 
in that case total variance shifted from 0.139 in 
Model 2 to 0.102 in Model 3. Since both Models 

2 and 3 only cover individual-level variables, it 
seems reasonable that introducing variables at 
a new level has a big impact on the accuracy of 
the model. Looking closer at the variance compo-
nents, we notice that neighbourhood variance is 
reduced by 94% (from 0.054 in Model 3 to just 
0.003 in Model 4). This change is not surprising; 
when neighbourhood descriptive variables are in-
troduced, the differences in apartment prices are 
explained by location, as the neighbourhood effect 
is captured by the model and so is the neighbour-
hood variance.

in light of these results, we can conclude that 
model 4a is very accurate. We obtain a pseudo-
r2 of 0.867, a very satisfactory level if we com-
pare it with that obtained in previous valuation 
studies (fan et al. 2006; Selim 2009). no further 
neighbourhood related variables need be added to 
improve the valuation model because the improve-
ment range is very low. instead, efforts should be 
made to improve the description of the apartments 
and blocks.

When comparing HLM Model 4a and oLS 
model 4b, we can see that they have similar re-
sidual variance and pseudo-r2 and r2 are very 
close, although pseudo-r2 is slightly better. This 
does not mean that the oLS model is as good as 
the HLM model. as Giuliano et al. (2010) pointed 
out, traditional oLS assumes that all observations 
are independent. in a real estate appraisal context 
oLS will yield biased and inefficient results, as it 
cannot take into account within-group correlations 
or interactions between residence and neighbour-
hood attributes and cannot distinguish between 
group effects and individual effects. The hierar-
chical structure of the HLM model can solve these 
problems. in fact, all estimated variances of the 
parameters in HLM are lower than those in oLS. 
furthermore, HLM makes it possible to quantify 
the proportion of total variance that is explained 
by different levels.

figure 2 shows neighbourhood effects, with 
95% confidence intervals, for each of the four 
HLM models and it can be seen there are as many 
effects as postal codes. These effects represent 
postal code deviations from the average of overall 
log-price estimations, which will depend on the 
model applied. Therefore, a postal code whose 
confidence interval does not include zero is said 
to differ significantly from the overall log-price 
average at the 5% level. The postal codes on the 
right-hand side are those whose average estimat-
ed price is higher than the overall average and 
those whose average estimated price is below the 
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overall average are on the left. for example, in 
Model 2 (top-right panel in figure 2), the average 
of the log-prices of the apartments in postal code 
03001 are 0.45 higher than the overall estimated 
log-prices, i.e. 45% higher than the overall price 
predicted by Model 2. Meanwhile, apartments 
in postal code 03014 have an average estimated 
price 51% lower than the overall price predicted 
by Model 2. finally, the average estimated price 
of the apartments in postal code 03007 does not 
differ from the overall price.

it can be observed that, as model 1 only con-
sists of the intercept, the deviations from the over-
all average are very high. an apartment in postal 
code 03011 or 03014 has a mean estimated price 
50% or less than the mean global price of an apart-
ment of the same characteristics. at the other end, 
an apartment in postal codes 03001 or 03003 has 
a mean estimated price more than 50% higher 
than the global mean of an apartment of the same 
characteristics. When apartment descriptive vari-
ables are introduced in Model 2, deviations from 
the mean price are reduced to a large extent, but 

deviations continue to be prominent. apartments 
that have a mean price substantially lower than 
the global mean price due to their location are still 
those in postal codes 03011 and 03014. on aver-
age, one of these apartments has a mean estimated 
price more than 40% lower than the mean global 
price of an apartment of the same characteristics. 
apartments in the city centre (postal codes 03001 
to 03004) are 20–45% more expensive than similar 
apartments in other neighbourhoods of alicante. 
apartments in sea-front postal code 03016 show 
a similar behaviour. These results do not change 
when block descriptive variables are introduced 
in Model 3. in this Model, the special behaviour 
of apartments in postal codes 03001 to 03004 be-
comes even more apparent.

nevertheless, when neighbourhood related var-
iables are included in model 4a, the above-men-
tioned discrepancies almost disappear. in fact, in 
Model 4 an apartment in postal code 03002 has a 
mean estimated price only 12% higher than the 
mean apartment in alicante with similar charac-
teristics.

fig. 2. Postal code-effects for each of the four HLM models, 95% confidence intervals. 
y-axis scale in Model 1 differs from the others
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The mean estimated price of the apartments in 
postal code 03014 is 13% lower. This means that 
when information on the neighborhood character-
istics is included in the model, the postal code ef-
fect loses its relevance. however, the remaining 
postal code effect is still showing that there is a 
big difference between neighborhoods, which can 
generate price differences of up to 25% between 
the apartments in postal codes 03002 and 03014. 
for the apartments in postal codes 03005, 03007, 
03008, 03011, 03012, 03013 and 03015 all relevant 
information at the neighborhood level is included 
in the model, as their prices do not differ signifi-
cantly from the overall estimated prices.

6. concluSIonS

in this study, the hierarchical linear model (HLM) 
was applied to residential real estate mass ap-
praisal. While multilevel models have already 
been used in many fields like education, sociology 
or politics, to the best of our knowledge this is the 
first time that this method has been applied to 
mass appraisal.

Compared to the traditional hedonic regression 
models, HLM explicitly considers that the price 
of the apartments in the same neighborhood is 
not independent, as it will be influenced by the 
characteristics of the neighborhood. in a real es-
tate appraisal context, oLS will yield biased and 
inefficient results, as it cannot take into account 
within-group correlations or interactions between 
residence and neighborhood attributes.

Moreover, HLM gives valuable information on 
the percentage of the variance error caused by 
each level in the hierarchical model. in the present 
research, explicative variables were gathered into 
two groups or levels in order to determine which 
one best explains price variability: the first group 
included variables that describe the apartment 
and the block and the second included variables 
that describe the neighborhood.

The estimation of the model was made using a 
large database with information on 2,149 apart-
ments in the city of alicante, Spain, including 10 
quantitative and 7 qualitative variables.

The results show a satisfactory goodness of fit 
with a pseudo r2 of 0.867 for HLM, with all esti-
mated variances of the parameters in HLM being 
lower than those in oLS.

HLM also identified some possible improve-
ments regarding the information collected by the 
appraisers, as we detected that for 14 of the 16 

neighborhoods the residual variance is concen-
trated at the apartment level, not at the neighbor-
hood level. This means that, in order to enhance 
the goodness of fit of the model, it would not be 
efficient to collect more information on the neigh-
borhood, but the effort should concentrate on the 
information describing the apartments.
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