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Introduction 

The study of property market segmentation has been large-
ly focused on the housing market due to the abundance 
of available data. This data has allowed researchers to ex-
tensively model housing market segmentation. Numerous 
studies that analyse the pricing of the housing market have 
verified the presence of market segmentation. Amédée-
Manesme et al. (2017) have found that due to the exten-
sive range of diversity in the urban housing market, it can 
be challenging for the hedonic method to precisely deter-
mine the value of a particular attribute in a housing pack-
age. The hedonic pricing function is typically employed to 
model property prices using multiple regression analysis. 
The model typically uses housing characteristics which 
include physical, neighbourhood and location as attrib-
utes that explain variations in the property prices (Mayer 
et al., 2019; Usman & Lizam, 2020; Usman et al., 2020a; 
Wu et al., 2020; Roubi & Ghazaly, 2007). Fundamental to 
the hedonic price theory, it assumes that property is a het-
erogeneous product whose price can be decomposed into 
individual property characteristics (Helbich et  al., 2013; 
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Rosen, 1974). The hedonic function assumes a spatial 
equilibrium of property demand and supply conditions. 
The implicit price of individual property characteristics is 
deemed constant and stationary across all spaces within 
the market. 

As pointed earlier, the property market is characteris-
tically heterogeneous, and the nature of heterogeneity in-
cludes structural and spatial. The source of heterogeneity 
could result from the consumers’ choice of property char-
acteristics, incomes, tastes and preferences. The property 
market’s complexity and heterogeneous nature require its 
compartmentalisation into several submarkets. Properties 
within a submarket are theoretically homogenous and, 
therefore, close substitutes to one another. However, it may 
exhibit poor substitutes across other submarkets (Keskin & 
Watkins, 2017; Pryce, 2013). The submarket effect needs to 
be modelled to account for the heterogeneity. Conversely, 
using the traditional unitary equilibrium, such as the he-
donic price model based on a one-price-for-all assump-
tion for a structurally and spatially differentiated property 
market, is inadequate and inefficient. The premise of spatial 
independence, error independence and spatial equilibrium 
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is less likely to be valid in a heterogeneous property market 
(Beracha et  al., 2018; Bourassa et  al., 2007; Goodman & 
Thibodeau, 2007; Morawakage et al., 2023). The violation 
of the underlying assumptions makes the price modelling 
inefficient and biased. The nature of market equilibrium 
gives rise to the property submarket. The price function 
is continuous within the property submarket, while the 
property attributes’ implicit price function is discontinuous 
at the submarket points (Baudry & Maslianskaia-Pautrel, 
2016). Therefore, property market segmentation is required 
to model the property market efficiently.

Property market segmentation delineates large cover-
age of the property market into several submarkets. The 
properties within the respective virtual boundary are rela-
tively similar based on a given characteristic, hence dem-
onstrating constant implicit prices. According to Baudry 
and Maslianskaia-Pautrel (2016), “market segmentation 
occurs if and only if, at market equilibrium, a partition 
of the market, with homogenous groups of consumers 
within each part, emerges. The different elements of the 
partition are referred to as submarkets”. The submarkets 
are, therefore, the distinct component of the whole mar-
ket. Prior studies are in agreement that property market 
segmentation improves price prediction accuracy and re-
duces estimation bias (Chen et al., 2023; Kopczewska & 
Ćwiakowski, 2021). Nevertheless, no such agreement ex-
ists on how the submarkets can be operationalised. Broad-
ly, there are two ways of operationalising property sub-
markets. The first method is the ad hoc procedure based 
on prior knowledge about the market (Usman et al., 2021). 
The second approach is using data to delineate submarkets 
statistically and empirically. The ad hoc method has been 
challenged as arbitrarily subjective. It is difficult to confi-
dently declare the submarkets driven by this method as 
optimal (Bourassa et al., 1999).

Addressing critical issues with the data-driven meth-
odology is imperative. Although cluster analysis is a com-
mon approach to grouping properties, it falls short in ac-
counting for the spatial nature of property market data 
(Chen et al., 2021, 2023; Hu et al., 2020). The approach 
violates the assumption that nearer properties are more 
related than distant properties. The Tobler (1970) first law 
of geography states that “everything is related to every-
thing else, but nearer things are more related than distant 
things”. It is a well-established fact that properties in close 
proximity tend to belong to the same submarket, while 
those situated further away do not share the same market.

Similarly, a property submarket is expected to exhibit 
simplicity, similarity, and compactness, implying contiguity 
among properties within a submarket (Keskin & Watkins, 
2017). The conventional data-driven approach goes against 
the need for a concise organization. This results in frag-
mented submarkets rather than consolidated ones. Accord-
ingly, the relative advantage of the two approaches is com-
bined into the spatial data-driven approach. The technique 
is data-driven with a constraint that it must be a neighbour 
to at least one of the submarket properties for a property 

to belong to a submarket. The motivation for this paper is, 
therefore, two folds. Firstly, the paper aims to empirically 
delineate the commercial property market in Kuala Lum-
pur and Selangor into homogeneous submarkets. As noted 
earlier, most past property market segmentation research 
was limited to the housing market (He, 2020; Le Gallo et al., 
2020; Lisi, 2019), with only a handful of studies focusing on 
the commercial property market. It is crucial to note that 
most market segmentation research on commercial proper-
ties focuses on non-spatial methods within the office mar-
ket segment. However, this paper takes a different approach 
by empirically modelling submarkets that include office 
lots, retail lots, and shop properties. Furthermore, the pa-
per thoroughly investigates the effectiveness of using spatial 
data-driven methods to delineate the commercial property 
market. It is imperative that we acknowledge the value of 
this approach and consider its potential benefits for future 
research in the field.

1. Property market segmentation

Segmenting the property market has been widely acknowl-
edged as crucial for improving prediction accuracy, mini-
mising estimation bias, and optimising model fit since the 
20th century (Bourassa et al., 2007; Dale-Johnson, 1982; 
Schnare & Struyk, 1976; Usman et al., 2020a). However, 
it is worth noting that the methodology employed in seg-
menting the market into submarkets may present peculiar 
challenges (Bangura & Lee, 2020; Bourassa et  al., 2003; 
Helbich et al., 2013; Usman et al., 2020b). The meaning 
and interpretation of “property submarket” can vary sig-
nificantly. Palm (1978) defined it as a “collectivity of buy-
ers and sellers with a distinct pattern of price-attribute 
valuations”. Goodman and Thibodeau (1998) described 
submarkets as spatial boundaries where property price 
per unit of characteristics is constant and available for 
purchase. The definition considered the implicit prices of 
individual property characteristics to be stationary across 
space within the submarket. In the property market, im-
perfections such as high search costs, differences in in-
formation, varying demand among consumers, and im-
mobility can lead to submarkets. These submarkets can 
be classified based on supply, demand, or a combination 
of both, depending on the underlying factors. The supply-
based definition differentiates submarkets based on prop-
erty structural and neighbourhood diverse configurations. 
On the other hand, the demand-based definition distin-
guishes properties into submarkets based on consumers’ 
socioeconomic and demographic peculiarities. Both defi-
nitions are also incorporated in some researches (Good-
man & Thibodeau, 2007; Helbich et al., 2013).

Although there is a common understanding of the need 
for segmenting the property market into submarkets (Chen 
et al., 2023), there is no consensus on the methodology for 
delineating the submarket. Based on the available defini-
tion, two broad approaches exist for modelling property 
submarkets. The first approach is the ad hoc delineation 



International Journal of Strategic Property Management, 2023, 27(6): 379–380 381

of the property market into submarkets a priori (Bourassa 
et  al., 2003; Chen et  al., 2009; Keskin & Watkins, 2017). 
The second approach involves empirical delineation of the 
property market using various approaches such as cluster 
analysis, artificial neural network, geostatistical methods, 
and spatial econometrics methods (Bourassa et al., 2007; 
Kauko et al., 2002; Keskin & Watkins, 2017; Sobrino, 2014; 
Li et al., 2018). The two approaches are further discussed 
in the following subsections.

1.1. Ad hoc property submarket delineation

The property market is typically delineated into submarkets 
based on a priori predefined boundaries such as adminis-
trative boundaries (Bourassa et al., 1999; Chen et al., 2009; 
Keskin & Watkins, 2017), school districts (Goodman & 
Thibodeau, 2003), expert-defined boundaries (Chen et al., 
2009; Keskin & Watkins, 2017), property types (Xiao et al., 
2016) and other socio-economic and demographic con-
siderations. The ad hoc model of property price modelling 
is based on the Ordinary Least Squares (OLS) regression. 
Two methods have been utilised in many of the previous 
studies. One of the methods is using a fixed effect model, 
which modelled submarkets as additional explanatory 
variables using dichotomous variables, enabling the inter-
cept to vary spatially. Thus, the interaction effect of the 
spatial submarket dummy with the predictors’ covariates 
is used to control the heterogeneity in slope. The method 
improves model quality and is easier to implement and 
interpret (Bourassa et  al., 2007; Lisi, 2019). The second 
method involves creating separate hedonic equations for 
each pre-defined submarket. This approach is considered 
important for delineating pre-defined submarkets (Usman 
et al., 2021; Yuan et al., 2020). This method compares the 
sum of squared residual in estimated equations to test the 
hypothesis of equal coefficients. If significant F statistics 
values are found among submarkets, it indicates the pres-
ence of distinct submarkets.

The earlier application of the a priori delineation was a 
work by Straszheim (1975), which delineated submarkets 
based on racial composition. Schnare and Struyk (1976) 
stratified the Boston property market spatially and struc-
turally and found evidence of slight market segmentation. 
Palm (1978) later found market segmentation evidence 
based on real estate board jurisdiction and racial compo-
sition. Afterwards, different studies delineate submarkets 
a priori through several criteria such as neighbourhood 
condition, property type, zoning, school districts etc (Ke-
skin, 2008; Goodman & Thibodeau, 2003; Watkins, 1999; 
Xiao et al., 2016; Chen et al., 2009; Inoue et al., 2018; Lev-
kovich et al., 2018). It is evident that a significant focus of 
the applications is on the housing market, whereas only 
a few studies have been conducted on the commercial 
property market. A few studies in the commercial prop-
erty market include Costa et al. (2016), found evidence of 
distinct office submarkets based on spatial consideration, 
physical characteristics and property type. Other studies 
that model the commercial property submarket a priori 

include Deryol (2019), Fell and Kousky (2015) and Ra-
poso and Evangelista (2017). However, most of the sub-
markets modelling in the commercial property market are 
limited to the office segment.

1.2. Aspatial data-driven submarket delineation

Another way to identify property submarkets is by us-
ing statistical techniques to analyse multiple datasets and 
empirically determine the submarkets. This involves the 
use of different methods to examine the submarkets such 
as the Principal Component Analysis (PCA) (Watkins, 
1999), cluster analysis (Alkan, 2015; Burhan, 2014; Chen 
et  al., 2009; Keskin & Watkins, 2017), neural networks 
(Kauko et  al., 2002). Other techniques include the gen-
eralised fused LASSO (Inoue et al., 2018), fused minimax 
concave penalty (fused-MCP) (Inoue et  al., 2020), and 
multilevel models (Leishman et al., 2013). Dale-Johnson 
(1982) was one of the first to use a data-driven approach, 
specifically factor analysis, to identify 13 submarkets with-
in the property market. Their study also included a Chow 
F test to determine if there was any evidence of market 
segmentation. In previous study by Bourassa et al. (1997), 
as well as later studies by Bourassa et al. (1999, 2003), they 
used a combination of PCA and cluster analysis to identify 
submarkets within the property market. They found that 
this method resulted in a slight improvement in perfor-
mance compared to using an ad hoc approach. Burhan 
(2014) also combined PCA and cluster analysis to derive 
housing submarkets in Johor, Malaysia. With Geographi-
cal Information System’s aid, the finding shows that the 
combined structural and spatial housing attributes effects 
best capture housing market dynamics. Shi (2015) used 
Fuzzy C-Means (FCM) clustering algorithm they termed 
“innovative” to derive property submarket. Gabrielli et al. 
(2017) also used FCM and compared it with the hard clus-
tering algorithm of k-means and found improved perfor-
mance associated with FCM. Most studies that used data-
driven delineation are found in the housing market with 
limited commercial property market application.

The current method of submarket delineation, which 
relies on aspatial data analysis, fails to take into account 
the physical layout of properties. The allocation of proper-
ties to a submarket is based solely on the similarity of their 
physical attributes to other properties, without any consid-
eration of their physical proximity. This can result in over-
lapping submarkets without clear boundaries, and may not 
accurately reflect the fact that nearby properties are often 
more related than those far apart. As a result, this approach 
lacks the ability to incorporate spatial contiguity, highlight-
ing the need for a spatial data-driven methodology.

2. Spatial data-driven submarket delineation 

Location is essentially the core tenet of real estate analy-
sis. Common terminology in the real estate industry is 
the phrase “location, location, location”, signifying the 
significance of location in the real estate market. The 
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spatial cluster analysis methods exist, such as spatial k-
means, spatial hierarchical, Density-Based Spatial Clus-
tering Association with Noise and others. This paper is 
limited to the spatial k-means and hierarchical clustering 
methods only. The few application of this property sub-
market analysis method were found in the housing market 
(Wu & Sharma, 2012; Wu et al., 2018). No such applica-
tion was found in the commercial property market. This 
paper, therefore, attempts to fill this gap.

3. Data and methodology

3.1. Data

A total of 14,043 commercial property transaction records 
from the National Property Information Centre (NAPIC), 
Malaysia were obtained. NAPIC is a government agency 
that keeps records of property transactions made available 
for valuation and research purposes. The study covered the 
state of Kuala Lumpur and Selangor, which are among the 
developed states in Malaysia with a significant number of 
annual commercial property transactions. The data covered 
transactions recorded in Gombak, Hulu Langat, Hulu Sel-
angor, Kelang, Kuala Langat, Kuala Lumpur, Kuala Selangor, 
Petaling, Sepang and Sabak Bernam districts for a period 
between 2014 and 2018. It covers transaction information 
related to shop/office buildings, retail and office property 
types. The data on property addresses were geocoded into 

influence of location is also expected to be considered in 
submarket modelling. One of the requirements of a prop-
erty submarket, in addition to simplicity and similarity, 
is compactness which implies contiguity among proper-
ties within a submarket (Keskin & Watkins, 2017). Tra-
ditional data-driven approaches don’t meet compactness 
requirements, resulting in scattered submarkets rather 
than concentrated ones. A spatial data-driven method for 
submarket delineation is needed to address this issue. Real 
estate data are considered spatial data because neighbour-
ing properties have a significant impact on each other, 
leading to a spatial dependence (Chun-Chang et al., 2020; 
Copiello, 2020; Morales et al., 2020; Usman et al., 2020b). 
Spatial cluster analysis is a crucial method that consid-
ers spatial dependence when analysing spatial data. Using 
spatial cluster techniques, it is essential to optimize data 
separation into distinct clusters, where neighbours fall 
within the same group. Besides property similarity, spatial 
proximity is also crucial in this analysis. In detail, Młodak 
(2020) and Zhu et al. (2020) have explored this technique, 
making it an essential tool for any spatial data analysis.

The spatial cluster analysis follows a two-step proce-
dure based on a relational constraint. The first is the pre-
clustering stage, where objects with a minimum of one 
neighbour are determined. The second step involves clus-
tering the pre-clustered objects and the objects with no 
neighbours into the final cluster (Młodak, 2020). Several 

Table 1. Descriptive statistics of the models’ variables

Variable Variable definition Variable type Mean Std. Dev. Min Max

LnPrice Log of transaction price Continuous 13.33904 1.056879 10.30895 16.08764
LnLotArea Log plot of land area Continuous 4.860776 0.562706 2.890372 8.46168
LnBLDArea Log of building area Continuous 5.177247 0.812751 2.890372 7.996148
LnAge Log of age of the building Continuous 2.325099 1.016369 0 4.110874
SqAge Squared age of the building Continuous 353.8646 513.3783 1 3721
ProConditi Property condition Ordinal 4.09592 0.704625 1 6
Unit Property sold as a unit or whole Dummy 0.217973 0.412884 0 1
Office Property being office or otherwise Dummy 0.309336 0.462236 0 1
LowH Low Height – Properties with up to 2 Levels Dummy 0.300862 0.458649 0 1
HighH High Height – Properties with more than 4 levels Dummy 0.283558 0.450741 0 1
Tenure Property held as freehold or leasehold interest Dummy 0.610625 0.487626 0 1
NeigQual Neighbourhood quality Ordinal 3.572527 0.629186 1 4
SecRural Property located at secondary rural area Dummy 0.037243 0.189363 0 1
PriRural Property located at primary rural area Dummy 0.120202 0.32521 0 1
PriCentral Property located at primary central area Dummy 0.20836 0.40615 0 1
LnCBD Log of distance to the Central Business District Continuous 9.540476 0.879787 2.486618 11.57661
LnCityCent Log of distance to the nearest city centre Continuous 8.45303 0.734717 4.121846 10.06075
LnTrainst Log of distance to the nearest train station Continuous 7.39255 1.214581 2.331732 11.2753
LnAirport Log of distance to the Airport Continuous 10.61422 0.348083 6.816922 11.84088
LnParks Log of distance to the nearest park Continuous 8.581832 0.998832 –4.15485 11.456
Y2014 Property sold in 2014 Dummy 0.019654 0.138813 0 1
Y2015 Property sold in 2015 Dummy 0.122481 0.327852 0 1
Y2017 Property sold in 2017 Dummy 0.315104 0.464574 0 1
Y2018 Property sold in 2018 Dummy 0.235064 0.424054 0 1
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spatial coordinates using the MMQGIS plugin in QGIS us-
ing Google map services API. The data includes the struc-
tural characteristics, neighbourhood attributes and location 
factors. The descriptive statistics of the variables and the 
market-wide model are presented in Table 1.

Table 1 shows the descriptive statistics of the variables 
used in constructing the models. The model was a log-log 
transformed, linear model. All the continuous variables 
were log-transformed.

3.2. Empirical methods 

This study uses four-step procedures: The first step used 
PCA to reduce the data’s dimensionality in orthogonal 
factors based on which factor scores were generated. The 
second procedure based on the generated factor scores 
in PCA, the data were partitioned into submarkets using 
a two-step cluster: k-means, spatial k-means and spatial 
hierarchical agglomerative cluster algorithms. The third 
procedure modelled the derived clusters using the hedonic 
pricing model. The fourth procedure evaluates the exist-
ence of a submarket using the Chow test and weighted er-
rors. The methods are discussed in the following sections.

3.2.1. Principal Component Analysis (PCA)

Principal Component Analysis (PCA) reduces the original 
variable into a set of orthogonal factors. PCA requires a 
sample size to be adequate. With a sample of 14,043 obser-
vations, the sample size requirement is met (Mooi et al., 
2018). Our findings are confirmed by the Kaiser-Meyer-
Olkin (KMO) measure of sample adequacy, which sur-
passes the required threshold of 0.5. The initial challenge 
was selecting which variables to include in the PCA. We 
chose variables that had significant β values in the market-
wide hedonic model, but we did not include time dummy 
variables. Overall, 15 variables were included, which cu-
mulatively accounted for 64.71% of the variance and re-
sulted in five retained factors. The proportion of variance 
explained by the retained factors is considered satisfac-
tory as it’s above the 50% required minimum (Mooi et al., 
2018). Orthogonal rotation using varimax with Kaiser 
Normalisation was used for the rotation since the aim is 
to analyse market segmentation. Each variable is assigned 
to a given factor based on its highest loadings. The factors 
and their interpretations are provided in Table 2.

 Table 2. Interpretation of factor solution

Factor Variables Definition 

Factor1 LnCBD, LnCityCent, 
LnTrainst, LnParks, LnParks, 
Height

Distance factor 

Factor2 LnAge, SqAge, ProConditi Depreciation factor
Factor3 LnLotArea, LnBLDArea, Type Physical factor
Factor4 AreaClass, LnAirport Area location 

factor
Factor5 Tenure, NeigQual Tenure factor

The factor scores were calculated using the regression 
scoring method for each case in the data set. These factor 
scores are z-standardized, with mean values near 0 and 
a standard deviation of 1. We then used these scores as 
input variables for the cluster analysis.

3.2.2. Cluster analysis methods
1) Two-step cluster 
The two-step cluster analysis involved the pre-clustering 
stage and the clustering stage. The pre-cluster stage used a 
distance measure to cluster cases into several sub-clusters. 
The algorithm analyses each datum individually and de-
cides whether it aligns with an existing cluster or necessi-
tates the creation of a new one (Benassi et al., 2020; Fuerst 
& Marcato, 2012; Sobrino, 2014). The clustering stage uses 
a probabilistic method using maximum likelihood based 
on measures of fit such as AIC and BIC to cluster the sub-
group into the optimal number of clusters (Benassi et al., 
2020; Fuerst & Marcato, 2012). The optimal number of 
clusters was determined by comparing each cluster solu-
tion’s information criteria (either AIC or BIC). To deter-
mine the optimal cluster, we look for the cluster number 
where the information criteria are minimised. This is 
achieved when the ratio of BIC or AIC ratio changes and 
the ratio of distance measures are maximised (Li, 2018). 
Using this procedure, 8 numbers of optimal clusters were 
derived. The Silhouette score analysis was also used to 
confirm the optimal number of clusters.
2) K-means cluster
K-means is within the family of partitioning cluster 
methods. After initialisation, k-means reassigns objects 
to other clusters to minimise the within-cluster variation 
(Małkowska & Uhruska, 2019; Mooi et  al., 2018). One 
of the major advantages of k-means clustering is that it 
handles large data sets efficiently (Mooi et al., 2018). To 
accurately segment the 14,403 commercial property trans-
actions in the dataset, it is highly recommended to use the 
k-means method for optimal analysis. According to Bou-
rassa et al. (1997), the k-means cluster algorithm is effec-
tive for segmenting the housing market. Unlike other clus-
tering methods, such as hierarchical and two-step meth-
ods, the k-means method requires the number of clusters 
to be determined in advance. The process of determining 
the appropriate number of clusters may appear some-
what subjective, leaving some uncertainty regarding the 
effectiveness of using predetermined values for achieving 
optimal cluster solutions. A study conducted by Bourassa 
et al. (1997) suggests that the optimal number of clusters 
should be determined statistically. The k-means method 
was applied in their research with the optimal number of 
clusters obtained from a two-step cluster analysis. As per 
the study, eight clusters were considered to be the most 
appropriate for the task at hand.
3) Spatial k-means cluster
The spatial k-means cluster analysis algorithm effectively 
incorporates a spatial constraint to reinforce that cluster 
members are spatial neighbours, setting it apart from 



384 H. Usman, M. Lizam. Exploring some spatially constrained delineation methods in segmenting...

traditional k-means (Młodak, 2020). To group objects 
into clusters, the algorithm first uses their centroids to 
pre-cluster them. It then assigns objects with at least one 
neighbour to clusters based on the minimax criterion. 
The spatial k-means cluster analysis performed well in 
the property market segmentation (Wu & Sharma, 2012; 
Wu et al., 2018). To analyze the data, we used standard-
ized scores from PCA and conducted a spatial k-means 
cluster analysis. Through a two-step cluster analysis, we 
determined that there were eight optimal clusters. In the 
analysis, we included the centroids X and Y and applied a 
constraint using KNN spatial weight matrix.
4) Spatial agglomerative hierarchical cluster
The spatial agglomerative hierarchical cluster analysis was 
used using Ward’s method. Ward’s approach minimises the 
sum of squares of any pair of clusters that could be formed 
at each stage using variance analysis to calculate the simi-
larity (Bourassa et al., 1997). It begins by considering each 
object as a cluster and combines the singletons clusters 
in successive steps until it becomes a single cluster with 
all the objects. The algorithm merges each pair of clusters 
whose combination maximises the sum of squares with-
in-group error at each successive step. The spatial Ward’s 
cluster is obtained by restricting the merger such that a 
cluster contains the same neighbours’ (Młodak, 2020). 
Thus, the hierarchical spatial method considers both the 
objects’ attributes and characteristics and their spatial rela-
tionships (Gnat, 2019). The method is specified using the 
number of optimal clusters earlier determined.

3.2.3. Model

The estimates for the models were obtained through a 
hedonic pricing approach specified using log-log linear 
OLS regression. We initiated the process by establishing 
the market-wide model as a fundamental benchmark for 
evaluating the effectiveness of various delineation tech-
niques. To estimate this model, the following market-wide 
Equation (1) was estimated.

= β + β + β + β + ε∑∑ ∑ln lni i ki ki li li ni ni
k nl

P X dX Td , (1)

where: lnPi is the n×1 vector of commercial property 
prices; βki, βli, βni are regression coefficients of logarith-
mically transformed continuous commercial property at-
tributes, dummy commercial property attributes and time 
dummies; lnXki, dXli, and Tdni are i×k, i×l and i×n vec-
tors logarithmically transformed continuous commercial 
property attributes, dummy commercial property attrib-
utes and time dummies respectively where i is the number 
of observations; ε is the error term which is assumed to be 
identically and independently distributed (i.i.d.). The de-
rived submarkets were modelled using a separate hedonic 
equation for each as specified in Equation (2).

= β + β + β + β + ε∑ ∑∑ln lnij ij kij kij lij lij nij nij
ljkj nj

P X dX Td , (2)

where: lnPij is the price of commercial property i in 
commercial property submarket j. For other property 

attributes and parameters, i is associated with particular 
commercial property observation in a submarket j. j is the 
data-driven submarket.

3.2.4. Submarket identification

The existence of submarkets in the commercial property 
market was tested using two established procedures – the 
Chow F test and the models’ weighted errors (Dale-John-
son, 1982; Schnare & Struyk, 1976; Xiao et al., 2016). The 
Chow test tests the hypotheses of model equality across 
the submarkets. The Chow test was computed as in Equa-
tion (3).

( )
( )

 − + + − = ⋅
+

1 2 1 2

1 2

( 2 )cSSR SSR SSR N N k
F

kSSR SSR
,  (3)

where: SSRc, SSR1, and SSR2 represent the sum of squared 
residuals for the market-wide model and individual mod-
els respectively; N1 and N2 represent the number of ob-
servations in respective models. Similarly, the evidence 
of submarket existence was identified using a “common 
sense” test. The common-sense test requires the weighted 
error of the submarket models be at least 5% lower than 
that of the market-wide model (Dale-Johnson, 1982; Xiao 
et al., 2016). The weighted error was computed as in Equa-
tion (4).
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where: Nj is the number of observations in jth submar-
ket; and there are j submarkets. The delineation meth-
ods’ performance was compared using RMSE, R2, Mean 
Squared Error (MSE) and Mean Absolute Percentage Er-
ror (MAPE).

4. Results and discussion

The data-driven submarket delineation was carried out 
using PCA and cluster analysis for both the spatial and 
the aspatial methods. Before delineating the property, 
the variables were orthogonally reduced into five factors 
based on an eigenvalue of one using PCA. The five factors, 
distance factor, depreciation factor, physical factor, area 
location factor, and tenure factor (see Table 2), were used 
to generate factor scores used for the cluster analysis to 
partition the data into potential submarkets. Eight distinct 
clusters were derived using the four different cluster algo-
rithms. The spatial distribution of the clusters is presented 
in Figure 1.

The resulting cluster configuration is depicted in this 
figure, showcasing the outcomes of four different methods: 
two-step, k-means, spatial k-means, and spatial agglom-
erative hierarchical cluster. The two-step approach yield-
ed eight clusters, ranging from 995 to 2998 observations. 
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Nonetheless, upon visual examination, it is clear that the 
properties within each non-spatial cluster methods are not 
compact but rather dispersed across space, a trend also 
noticed in the k-means clustering method. K-means and 
wards methods were employed to create compact spatial 
clusters with sufficient data to identify submarkets for he-
donic pricing modelling. The performance of each method 
was evaluated to compare to the overall market model. The 
“common sense test” was performed using weighted Root 
Mean Squared Error (RMSE), weighted Mean Percentage 
Error (MAE) and weighted Mean Absolute Percentage Er-
ror (MAPE) in addition to R2 relative to the market-wide 
model. The performance evaluation was conducted using 
the holdout dataset.

4.1. Market-wide model

The market-wide model was estimated by utilizing multiple 
regression with Ordinary Least Squares (OLS). The log-log 
linear model was employed as model allows for the loga-
rithmic transformation of both sides of the equation. Using 
dummy variables was more efficient than using a linear 
specification (Soguel et al., 2008). The log of all continuous 
variables was taken to ensure the linearity and normality of 
the variables. The results indicate that all parameters have 
significant coefficients with expected signs. The diagnostic 
tests include the coefficient of determination and standard 
error. The model generated an R2 value of 0.653, indicat-
ing that the explanatory variables explain around 65.3% of 
the variance in commercial property prices. The reported 
R2 is within the range of most R2s reported in commercial 
property price modelling literature (Ke et  al., 2017; Seo, 
2016). A series of diagnostic tests were conducted to check 
the normality of the error, collinearity in the explanatory 

variables, and the model’s information lost through AIC 
and BIC. The model produced a standard error of 0.62312. 
The AIC and BIC produced by the model were 26591.3 and 
26772.5, respectively. Collinearity issues were observed in 
shop offices, medium height, secondary central and year 
2016 variables which were subsequently removed from the 
model estimation. 

4.2. Two-steps cluster submarkets model 

Eight (8) optimal clusters were derived using the two-step 
cluster algorithm. Separate hedonic models were esti-
mated for each of the derived clusters. The models’ fit-
ness was evaluated using R2, the AIC and BIC, and the 
standard error of their estimates. The result showed that 
only three of the eight models indicate an R2 value greater 
than the market-wide model. The remaining models ex-
hibit R2 values below 0.653. However, all the AIC and BIC 
of the models were greatly reduced. The standard errors 
of all the submarkets were significantly reduced relative to 
the market-wide model except for two submarkets with 
RMSE values above 0.62312. Most of the coefficients of the 
variables were significant and with the expected signs. The 
existence of the submarket was tested using the Chow and 
common sense tests. The Chow test revealed significant F 
statistics for all the submarket pairs, indicating the sub-
market’s distinctiveness. The weighted RMSE was found 
to be 0.579, which is 6.96% lower than the market-wide 
model, thereby passing the common sense test.

4.3. K-means cluster submarkets model

The evidence of submarket existence using k-means clus-
ter algorithms was tested by estimating separate hedonic 
models for the eight derived clusters. The estimated mod-
els’ R2 ranges between 0.486 and 0.700. The RMSE also 
range between 0.50329 and 0.68524. The result showed 
that the weighted RMSE for the submarket models derived 
using the k-means method was reduced by 7.22% relative 
to the market-wide model. The two-step cluster reduced 
the RMSE by 6.96%. The results clearly demonstrate that 
implementing the k-means method results in superior 
prediction accuracy as compared to the two-step cluster 
method for the given model. Bourassa et al. (1997) found 
that the k-means method performs better than the hier-
archical method in improving the derived property sub-
markets’ price prediction accuracy. However, the number 
of clusters was a priori-defined, although with the aid of 
a two-step optimal number of clusters. Chen et al. (2009) 
also found the superiority of the k-means method above 
other aspatial data-driven market segmentation methods. 
The superior performance of the k-means may be related 
to the sample size used. The k-means algorithm performs 
well with larger sample sizes and is highly robust (Benassi 
et al., 2020; Mooi et al., 2018). The Chow test result also 
revealed that all the delineated submarkets using k-means 
methods are distinct. 

Figure 1. Submarket delineations

Spatial k-means cluster Spatial agglomerative hierarchical cluster

Two step cluster K-means cluster
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4.4. Spatial k-means cluster submarket model

The result of the 8 separate models based on the spatial 
k-means cluster method showed that all the models have 
R2 values greater than the market-wide model except for 
two models with R2 values of 0.628 and 0.388. These sub-
markets’ exceptionally lower R2 value may be due to a 
relatively smaller sample size. All the submarket models 
have their AIC and BIC greatly reduced. The RMSE of all 
the submarkets were significantly reduced relative to the 
market-wide model except for two submarkets with RMSE 
above 0.62312. Commercial property segmentation using 
the spatial k-means cluster method improved the model fit 
and substantially reduced the standard error. The weight-
ed R2 value for the 8 models was 0.6992 indicating a 7.1% 
in model fit over the market-wide mode. The weighted 
RMSE for the eight models was 0.569 indicating an 8.68% 
reduction in the error relative to the market-wide model. 
Property submarket exists when segmentation results in 
more than 5% in standard error (Dale-Johnson, 1982). 
The Chow test was also significant for all the submarket 
pairs. Therefore, the eight-driven spatial clusters using the 
spatial k-means clustering constitute distinct commercial 
property submarkets.

4.5. Spatial agglomerative hierarchical cluster 
submarket model

The spatial agglomerative hierarchical cluster models 
showed that all models have R2 values greater than the 
market-wide model except for two submarkets with R2 
values of 0.419 and 0.636. All the submarket models 
have their AIC and BIC greatly reduced. The RMSE of 
the submarkets were significantly reduced relative to the 
market-wide model except for two with values above 
0.62312. Commercial property segmentation using the 
spatial agglomerative hierarchical clustering method 
improved the model fit and substantially reduced the 
RMSE. The weighted R2 value for the 8 models was 
0.6944 indicating a 6.35% in model fit over the market-
wide mode. The weighted RMSE for the eight models 
was 0.572 indicating an 8.17% reduction in the error 

relative to the market-wide model. Property submarket 
exists when segmentation results in more than 5% in 
RMSE (Dale-Johnson, 1982). The Chow test for the sub-
markets pairs was significant. Thus, the submarkets are 
distinct.

4.6. Comparison of data-driven submarket 
delineation methods

The relative performance of submarket delineation using 
the different cluster algorithms was compared using the 
coefficient of determination (R2), the weighted RMSE, the 
weighted MAE, and the weighted MAPE. The comparison 
is presented in Table 3.

Table 3 showed the diagnostics of the various meth-
ods used in data-driven submarket modelling. The 
submarkets were empirically modelled using data both 
with spatial and without spatial constraints. The aspatial 
methods are the two-step cluster and k-means cluster 
methods. The methods severed the model fit by 11.23% 
and 13.94%, reduced the RMSE by 6.96% and 7.22%, de-
creased the MAE by 9.01% and 9.04%, and have MAPE 
of 3.3% and 3.4% which are 9.10% and 9.02% lower 
than that of the base model, respectively. Although the 
methods have reduced errors and achieved evidence of 
submarket with more than 5% error reductions (Dale-
Johnson, 1982; Xiao et  al., 2016), the models’ fits were 
severely hampered. The spatial data-driven methods im-
proved the fit and accuracy of submarket modelling. Un-
like the aspatial techniques, the spatial k-means and spa-
tial agglomerative hierarchical cluster methods improved 
the model fit by 7.10% and 6.35%, reduced the RMSE by 
8.68% and 8.17%, diminished the MAE by 11.32% and 
10.72%, and have MAPE of 3.26% and 3.28% which are 
11.34% and 10.78% lower than that of the base model 
respectively. The spatial data-driven submarket models 
performed substantially better than the aspatial meth-
ods and satisfied all submarket existence requirements. 
This result confirms the efficacy of spatial data-driven 
submarket methods (Gnat, 2019; Hayles, 2006; Wu & 
Sharma, 2012; Wu et al., 2018).

Table 3. Performance of data-driven submarket delineation method

Method
R2 R.M.S.E. MAE MAPE

Value Improvement Value Reduction Value Reduction Value Reduction

Market-wide model 0.6530 0.62312 0.47958 3.67
Aspatial data-driven submarket delineation approach

Two-step 0.5790 –11.23% 0.57900 6.96% 0.43638 9.01% 3.33% 9.10%
K-means 0.5620 –13.94% 0.57800 7.22% 0.43621 9.04% 3.34% 9.02%

Spatial data-driven submarket delineation approach
Spatial k-means 0.6992 7.10% 0.56900 8.68% 0.42528 11.32% 3.26% 11.34%
Spatial agglomerative 
hierarchical 

0.6944 6.35% 0.57200 8.17% 0.42819 10.72% 3.28% 10.78%



International Journal of Strategic Property Management, 2023, 27(6): 379–380 387

Conclusions

This research explored the potential of spatially con-
strained data-driven submarket methods for delineating 
the commercial property market into spatially conta-
gious submarkets. Accordingly, four submarket deline-
ation methods were developed by combining Principal 
Component Analysis (PCA) and cluster analysis with and 
without spatial constraints. The methods were applied to 
the commercial property market in Kuala Lumpur and 
Selangor. The PCA was used to reduce the dimension-
ality of the data sets of orthogonal factors. Five factors, 
defined as distance factor, depreciation factor, physical 
factor, area location factor, and tenure factor, were used 
to generate factor scores subsequently used for the cluster 
analyses to partition the data into potential submarkets. 
The separate hedonic model was estimated for each de-
fined submarket whose existence is checked by the Chow 
test and the “common sense” test, comparing the error re-
duction relative to the market-wide model. Results show 
that submarkets defined by the aspatial methods reduce 
error but hampered model fit. The two-step and k-means 
cluster methods reduced error by 6.96% and 7.22% and 
severed the model fit by 11.23% and 13.94%, respectively. 
The spatially constrained methods reduced the error and 
improved model fit. The spatial k-means and the spatial 
agglomerative hierarchical cluster methods reduced the 
error by 8.68% and 8.17%, improving the model fit by 
7.1% and 6.35%, respectively.

In the commercial real estate market segmentation, 
price is a reference point for a range of attributes. While 
it is evident in past studies that real estate market segmen-
tation, particularly for the housing market, the analysis 
focuses on tax purposes, a similar analysis may also be 
extended to understand the clustering effect of businesses 
being in close proximity to each other. The outcome of the 
data-driven model ought to be applied in other contexts, 
such as the assessment of criminal activities and environ-
mental externalities, which not only focuses on locational 
price variation but also other factors that could lead to 
demand for commercial real estate.

From a policy implication perspective, the identifica-
tion of commercial property submarkets may unravel sig-
nificant discoveries about the locational peculiarity of the 
respective submarket. For example, the impact of agglom-
eration economies (typically related to the geographical 
clustering of the economy) can be explored through the 
understanding of how commercial real estate is segmented 
through its distinctive locational feature based on specific 
attributes such as building age, the mixture of commercial 
activities, building types, etc. In that sense, the data-driven 
approach allows additional information to be seamlessly 
fitted into the model. As more data becomes available as 
a result of advancements in data extraction technology, 
this fits the idea of evaluating the impact of agglomeration 
economies on a specific commercial real estate submarket. 

Implicit in the segmentation model is its ability to cap-
ture variation in the geographical characteristics of the re-
spective submarket. This specific information is essential 
feedback to the policymaker or city manager to devise a 
practical urban planning policy to either close the gap 
in the property value among the commercial real estate 
submarket or to identify a specific value proposition that 
makes each commercial submarket unique as a result of 
agglomeration economies or distinct environmental exter-
nalities. For example, a specific commercial location that 
consists of a large number of old buildings is a distinct 
physical characteristic of the location. This may result in 
a lower rental rate that can be charged and subsequently 
lower property value. However, the location may also be 
located close to a historical site, which makes it an area 
that attracts tourists. Therefore, the local council or city 
manager, based on the given information, may devise poli-
cies that make the owner of the old buildings refurbish 
or repurpose the building, create demand for its use, and 
hence increase the property value. 

This research provides a new interpretation of com-
mercial real estate segmentation through the lens of geo-
graphical clustering on economic activities. The result 
showed that the spatially constrained data-driven methods 
performed better than the aspatial methods in empirically 
delineating commercial property submarkets. The results 
have significant implications in commercial submarket 
modelling. It indicates that the spatial methods allow for 
compactness and provide a basis for identifying spatially 
contagious submarkets, which may be further extended 
to model agglomeration impact. The model’s data-driven 
approach allows for replication by either fitting it with new 
data or testing it in other commercial real estate markets. 
The research is limited to cross-sectional considerations. 
Further works that include spatiotemporal dynamics of 
the commercial property market that reveal the varia-
tions of determining factors over time and space are rec-
ommended.
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