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Introduction

Prices and trading volumes in the real estate market are 
two fundamental issues that have been actively studied 
and reported in the literature. Rising house prices imply 
a decrease in the affordability of housing for tenants, but 
encourage homeowners to spend more, thereby stimulat-
ing the economy. In contrast, falling house prices increase 
the risk of houses being valued less than the homeown-
ers’ outstanding mortgages, increasing the probability of 
default. Hence, monitoring the real estate market from 
various perspectives has always been a crucial matter for 
both policymakers and households. Trading volumes, 
which indicate the intensity of trading activity in the real 
estate market, are another important aspect of the market. 
An increase in trading volumes means a rising market, 
and a decrease in trading volumes is expected to result in 
a falling market. Accurate forecasting of trading volumes 
can help the government gauge housing demand in the 
future, enabling it to design housing supply policies in a 
relevant manner. The ability to accurately predict trading 
volumes could also bring valuable business opportunities 
to the attention of real estate developers and constructors.

However, empirical predictions of prices and trad-
ing volumes have been mainly considered in economics 
under the time-series model framework. Property prices 
and trading volumes are spatial phenomena, and thus 
need to be analyzed from the perspective of geographi-
cal association, that is, the spatial correlation of the real 
estate market activity should be fully utilized to enhance 
predictive accuracy. In this study, spatially correlated tar-
gets are forecast using deep learning. Property prices and 
trading volumes in the housing market of South Korea 
are predicted using a recurrent neural network (RNN). In 
particular, a multi-output RNN that can predict prices or 
trading volumes in multiple areas simultaneously is ex-
ploited. The results are compared with those obtained with 
a traditional time series model and a single-output RNN.

A neural network is a de facto standard model for 
implementing deep learning approaches and is widely 
used in various application areas, from computer vision 
to natural language processing. Since neural networks 
specifically developed for analyzing sequence data, that 
is, RNNs, were proposed by the academic community, 
correlated targets in attribute space have been extensively 

International Journal of Strategic Property Management
ISSN: 1648-715X / eISSN: 1648-9179

2022 Volume 26 Issue 2: 119–126

https://doi.org/10.3846/ijspm.2022.16786

*Corresponding author. E-mail: spatialstat@naver.com

FORECASTING SPATIALLY CORRELATED TARGETS:  
SIMULTANEOUS PREDICTION OF HOUSING MARKET ACTIVITY  

ACROSS MULTIPLE AREAS

Changro LEE*

Department of Real Estate, Kangwon National University, 1 Kangwondaehak-gil,  
Chuncheon, 24341, Gangwon-do, Republic of Korea

Received 08 November 2021; accepted 27 March 2022

Abstract. This study involved the development of an approach to forecast house prices and trading volumes across multiple 
areas simultaneously. Spatially correlated targets, such as house prices, can be predicted more accurately by leveraging the 
correlations across adjacent areas. A multi-output recurrent neural network, a deep learning algorithm specifically devel-
oped to analyze sequence data, was utilized to forecast the house prices and trading volumes in the four chosen study areas. 
The forecasting accuracy of future house prices in one of the four geographical areas clearly improved; this area was found 
to be a price-lagging area, and the forecasting accuracy of this area significantly increased by exploiting the information 
of a price-leading area. As for the prediction of trading volumes, the difference in performance between the multi-output 
recurrent neural network and conventional models was very small. The results of this study are expected to promote the 
use of deep learning to predict the housing market activity through a simultaneous forecasting framework.

Keywords: multi-output neural network, simultaneous prediction, correlation, house price, trading volume.

http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3846/ijspm.2022.16786
mailto:spatialstat@naver.com


120 C. Lee. Forecasting spatially correlated targets: simultaneous prediction of housing market activity ...

predicted by this class of networks. The simultaneous 
prediction of the cost of healthcare and the length of the 
hospital stay is a typical example, as is evident from the 
healthcare literature. However, to the best of the authors’ 
knowledge, correlated targets in physical space have not 
been predicted with the aid of an RNN framework. This 
study attempts to make predictions for geographically cor-
related targets by exploiting the multi-output architecture 
of a neural network. The results of this study are expected 
to promote the application of deep learning algorithms for 
forecasting spatially correlated phenomena.

The remainder of this paper is organized as follows. 
Section 1 explains the spatial autocorrelation and spillover 
effects, and a deep learning approach for predicting targets 
with these properties. Section 2 describes the chosen study 
areas, dataset, and neural network architecture specifically 
developed for forecasting house prices and trading vol-
umes. Section 3 presents the results and implications of 
this study. Finally, a summary and the limitations of the 
study are provided in the last section.

1. Literature review

1.1. Spatial autocorrelation and spillover effects

Spatial autocorrelation and spillovers are well-known 
characteristics of spatial phenomena. Spatial autocorrela-
tion can be succinctly described by the first law of geog-
raphy (Tobler, 1970): everything is related to everything 
else, but near things are more related than distant things. 
That is, spatial autocorrelation indicates that the values of 
a variable located in geographic areas that are close to each 
other show a similar pattern (Ismail, 2006), thus, the in-
formation in nearby areas can help to predict the values in 
a target area. Spatial spillover indicates that a local trend 
in one area can spread to nearby areas promptly, and this 
effect has frequently been investigated in studies on the 
effects of infrastructure development (Yilmaz et al., 2002; 
Tong et al., 2013; Xie et al., 2016).

Spatial regressions are well-known models in which 
spatial autocorrelation and spillovers among areal units 
are specified using a spatial weight matrix (Moscone & 
Tosetti, 2014). These regressions have been extensively 
utilized in the literature for investigating spatial issues 
such as land use, air pollution, crime geography, popula-
tion movement, and regional economic growth (Griffith 
& Wong, 2007; Fang et al., 2015; Ahmar & Aidid, 2018; 
Dai et al., 2018).

Because prices and trading volumes in the real es-
tate market are also spatial phenomena, these two effects 
have been subjected to extensive analysis, as reported in 
the literature. In other words, the values in adjacent ar-
eas have been vigorously exploited to accurately predict 
house/land prices and trading volumes in the target area. 
Conway et al. (2010) analyzed the greenspace contribu-
tion to housing prices by incorporating spatial autocor-
relation into a pricing model. DeFusco et al. (2018) esti-
mated the extent to which the American housing boom 

spread from one market to another via spatial spillovers. 
Yang et al. (2018) also investigated 69 Chinese cities by 
applying a spillover index and concluded that city-level 
monthly housing prices are highly interdependent. As for 
forecasting trading volumes, Lee et al. (2019) predicted 
the volumes of apartments in South Korea, and Temur 
et al. (2019) forecasted the house trading volume in Tur-
key by considering spatial autocorrelation or spillover ef-
fects. Other similar studies utilizing spatial autocorrela-
tion/spillover effects have been reported in the literature 
(Rambaldi & Rao, 2011; Cellmer, 2013; Taltavull de La 
Paz et al., 2017; Wang et al., 2019).

This study follows the prediction approach adopted in 
previous studies and attempts to predict prices and trad-
ing volumes in a target area by employing the values of 
nearby areas.

1.2. Deep learning approach and a multi-output RNN

Deep learning approaches have been applied in the real 
estate industry since the AI boom that occurred roughly 
in 2010, to detect building defects (Perez et  al., 2019), 
quantify urban qualities such as the visual impression of 
a neighborhood using street images and satellite images 
(Law et al., 2019), and identify fraud in property acquisi-
tion tax returns (Lee, 2021).

In the above-mentioned studies, in which a deep 
learning approach was utilized, the de facto standard im-
plementation model was a neural network. This model 
consists of several layers capable of learning the nonlinear 
relationship inherent in the input data and demonstrated 
excellent performance in processing unstructured data 
such as images and free-form texts. Predicting prices and 
trading volumes is no exception to this line of research, 
and many studies have shown that neural networks out-
perform conventional models in monitoring and forecast-
ing the real estate market. For example, Poursaeed et al. 
(2018) and Kang et al. (2021) fed imagery data to neural 
networks for the analysis of the real estate market. Pour-
saeed et al. (2018) used a large dataset of photos of house 
interiors and exteriors to predict house prices. Kang et al. 
(2021) used street-view images and house photos to mod-
el house price appreciation. In addition to imagery data, 
free-form texts have also been actively utilized recently, 
whereby studies on free-form texts are often referred to 
as sentiment analysis. Beracha et al. (2019) and Shi et al. 
(2021) fed news articles and social media messages into 
neural networks to estimate price trends for future real es-
tate markets, thereby demonstrating that media-expressed 
sentiment can help predict real estate returns. Overall, 
there is a noticeable trend in real estate market analysis 
of the exploitation of multi-source data, as evidenced by 
image analysis and sentiment analysis within a neural net-
work framework (Zou & Wang, 2021).

However, most studies in which neural networks were 
applied to the real estate market have focused on single-
output prediction. That is, they attempted to forecast pric-
es or trading volumes in a single study area. Few studies 
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have predicted the activities of the real estate market in 
multiple areas simultaneously. One attractive benefi t of a 
neural network is specifi cation fl exibility (Lakshmanan 
et  al., 2020); thus, it can be designed to produce multi-
ple outputs simultaneously by using a shared learning 
process. With correlated targets, the multi-output model 
enables more accurate prediction by sharing parameters 
across diff erent tasks (Bakker & Heskes, 2003; Ben-David 
& Schuller, 2003; Li et al., 2019; Xu et al., 2019).

In contrast to the paucity of real estate literature on 
multi-output prediction, the utilization of multi-output 
neural networks is not rare in the healthcare industry, 
and Futoma et  al. (2017) modeled clinical time series 
with a multi-output neural network for early sepsis de-
tection. Cui et  al. (2018) simultaneously predicted the 
cost of healthcare and the length of the hospital stay  by 
leveraging the correlations between the two measures. 
He et al. (2021) designed a neural network with multi-
output architecture to simultaneously predict inpatient 
fl ow and the length of stay because they share common 
characteristics such as the recovery status and surgery 
types. Briefl y, healthcare researchers have long attempted 
to predict the consumption of healthcare resources by 
linking related variables together through a multi-task 
forecasting framework.

In the real estate literature, few studies on multi-output 
prediction have been reported, which motivated us to em-
ploy a multi-output neural network for predicting prices 
and trading volumes in several areas simultaneously. Four 
study areas were chosen for the analysis in this study, and 
the Pearson correlation coeffi  cients of prices between the 
areas are  in the range 0.73-0.95, and those of the trad-
ing volumes are 0.21-0.75. Th e magnitude of these coef-
fi cients indicates moderate to strong relations between the 
study areas, and seems to suggest that both multi-inputs 
and multi-outputs should be utilized for forecasting. Th at 
is, the values in the target and adjacent areas are used as 
the input, and the values in these areas are predicted si-
multaneously.

As demonstrated in the panel on the left  in Figure 1, 
prior studies attempted to predict a target area using in-
formation from adjacent areas, including the target area. 
In contrast, this study forecasts multiple target areas using 
information from adjacent areas, including the target area, 
as depicted in the panel on the right in the fi gure.

2. Methodology

2.1. Study area and dataset

South Korea comprises eight provinces and nine metro-
politan cities. Two provinces and two metropolitan cities 
were chosen for the analysis: Gyeonggi Province, Gang-
won Province, Seoul City, and Incheon City. As shown 
in Figure 2, the four study areas are located around the 
capital city, Seoul, and this region is oft en referred to as 
the capital region. Th is region is frequently highlighted in 
the mass media because of the recent rapid rise in housing 
prices and trading volumes. Hence, the region has always 
been an area of intensive interest to both the government 
and private real estate investors, and thus was selected for 
the study.1

Figure 2. Study area

Th e two datasets that were used in the study were collected 
from a public website operated by Statistics Korea: house 
price data and house trading volume data. Th ese data have 
been publicly disclosed on a monthly basis since January 
2006, when the Act on Reporting Real Estate Transactions
was enforced. Both the price and trading volume data 
cover the 186 months from January 2006 to June 2021.

Figures 3 and 4 show the monthly trend in house pric-
es and trading volumes for these 186 months starting in 
January 2006. As indicated in Figure 3, the prices tended 

1  Local governments in South Korea can reinforce their own real 
estate policies such as property tax relief and adjustment of tax 
rates, thereby shaping administrative division-based submar-
kets. In addition, the datasets used in the study were published 
at the scale of provinces and metropolitan cities. Considering 
these, the current administrative division was adopted for the 
market analysis.Figure 1. Prediction of the target and adjacent areas
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to increase aft er the 150th month (July 2018). Th e soaring 
house prices during this period were commonly observed 
in other countries as well, and they have been increasing 
at a faster rate since the start of the COVID-19 pandemic. 
In contrast to the behavior of house prices, the trading 
volumes in Figure 4 do not show any noticeable upward 
or downward tendency during the study period. Th e data 
pertaining to the latter part of the study period (the 18 
months from January 2020 to June 2021) was reserved to 
test the performance of the model.

Figure 3. Fluctuations in house prices between Jan. 2006 and 
Jun. 2021

Figure 4. Fluctuations in house trading volumes between Jan. 
2006 and Jun. 2021

2.2. Specifi cation of RNN

RNNs are a class of neural networks that is specifi cally 
designed for learning from time-series data. RNNs are 
characterized by a recurrent neuron that produces outputs 
and sends them back to the neuron itself, thereby helping 
the RNN memorize past patterns of the time series data 
(Géron, 2019). An RNN was employed for the analysis 
because the dataset used in this study contains typical 
time-series data.

More specifi cally, a long short-term memory network 
(LSTM) is utilized to predict house prices and trading 
volumes. LSTM is a special class of RNN capable of 
back-propagating the error more effi  ciently than other 
types of RNNs. Th e theoretical concept underpinning 

RNNs was proposed by Hochreiter and Schmidhuber 
(1997), and is extensively used for learning patterns from 
sequential data.

Th e length of the time series used in the study was 186 
months, which is relatively short and may be insuffi  cient 
to enable the relevant pattern to be learnt from the data. 
Hence, a multi-output LSTM was employed to mitigate 
this weakness. By leveraging the correlations across multi-
ple target values, the multi-output LSTM can complement 
the problem resulting from the use of a small dataset. Th e 
underlying expectation here is that there exist common 
drivers related to the fl uctuations in prices and trading 
volumes that can be shared while the neural network is in 
the process of being trained.

Figure 5 shows the architecture of the neural network 
used in this study. Th e input values of the four study areas 
were fed into an initial dense layer and then forwarded 
to an LSTM layer followed by a dropout layer. Th e LSTM 
layer is designed to learn the entire sequence of data. Th e 
dropout layer randomly sets previous neurons to zero at 
a certain ratio (20% in this study) to prevent overfi tting. 
Th en, the combination of the LSTM and dropout layers 
is repeated twice more, and fi nally, a multi-output dense 
layer is added to the architecture. Th e implementation de-
tails are as follows: Th e lookback period was specifi ed to 
be 12 months. An adaptive moment estimation (Adam) 
optimizer and Glorot initialization with a uniform distri-
bution were used. Th e multi-output LSTM was trained for 
200 epochs with the mean squared error (MSE) adopted 
as the loss function, and the batch size was 32.

Figure 5. Neural network architecture



International Journal of Strategic Property Management, 2022, 26(2): 119–126 123

3. Discussion

3.1. Results

Table 1 presents the predictive accuracy of house prices 
obtained from the test data covering the period from Jan-
uary 2020 to June 2021 (18 months). For comparison pur-
poses, the results from an autoregressive integrated mov-
ing average (ARIMA) model and a single-output LSTM 
are provided in the table. The MSE, which was used as a 
metric to compare the performance of the models, was 
calculated using the following equation:

2

1

1 ( )
n

i
MSE y y

n =
= −∑  , (1)

where: y denotes the observed value and y denotes the 
estimated value from the models. The results in Table 1 
indicate that the three models perform consistently with 
little difference for each area that was studied except for 
Gangwon Province. The MSEs for this province decreased 
dramatically, from 0.02-0.03 to less than 0.01.

Table 1. MSEs for the house price predictions

Prediction 
type Model Seoul Incheon Gyeonggi Gangwon

Single  
prediction

ARIMA 0.15 0.04 0.03 0.02
LSTM 0.17 0.04 0.05 0.03

Simul-
taneous  
prediction

LSTM 0.18 0.03 0.04 <0.01
(0.004-
0.006)

The improvement in the predictive accuracy for Gang-
won Province is clearly confirmed in Figure 6, where the 
predicted values from the multi-output LSTM closely ap-
proximate the observed values in the 18-month period 
between January 2020 and June 2021. In contrast, there 
exists an apparent divergence between the observed values 
and the predicted values from the ARIMA or the single-
output LSTM.2

Table 2 presents the predictive accuracy for the trading 
volume of houses. In contrast to the prediction of house 
prices, the performance of the three models differed little 
for predicting the trading volumes in all the study areas, 
which is consistent with the magnitude of the correlation 

2 As indicated in Figure 6, models including LSTMs suffer from 
capturing the cyclic pattern in house prices. This deficiency 
can be attributed to the small size of the dataset (186 months 
in this study). Thus, this problem can be mitigated by a suf-
ficient increase in the dataset size. If this option is not avail-
able, incorporating a temporal correlation manually into the 
model component can be an alternative. For example, a tem-
poral correlation of data can be estimated using ARIMA and 
employed as an additional input variable into LSTM. Although 
this combinational approach is beyond the scope of this study, 
it is worth exploring as a hybrid method in a future study.

Figure 6. Goodness-of-fit for house prices in Gangwon 
Province

coefficients explained earlier.3 The prediction results for 
house prices are discussed in detail hereafter.

Table 2. MSEs for the house trading volume predictions

Prediction 
type Model Seoul Incheon Gyeonggi Gangwon

Single  
prediction

ARIMA 0.03 0.07 0.04 0.04
LSTM 0.03 0.07 0.05 0.05

Simul-
taneous 
prediction

LSTM 0.02 0.08 0.06 0.03

3.2. Implications

The multi-output LSTM demonstrated outstanding per-
formance in the prediction of house prices in Gangwon 
Province, as is clear from Table 1. In the initial stage of 

3 The correlation coefficient was 0.73-0.95 for house prices and 
0.21-0.75 for trading volumes, as explained in subsection 2.2.
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data exploration, the potential for improving the perfor-
mance for estimating house prices by using a simultaneous 
prediction approach was indicated by the high correlation 
coefficients, which were in the range 0.73–0.95. However, 
an increase in the predictive accuracy of house prices was 
realized only in the province of Gangwon.

The improved performance in Gangwon Province may 
be attributed to the fact that this province is an area known 
to lag in terms of price fluctuations that tend to follow the 
trends in price-leading areas such as Seoul, Incheon, and 
Gyeonggi. However, the tendency of price movements in 
Gangwon Province to lag behind is not clear from the 
fluctuations in house prices in Figure 3.

A Granger causality test was implemented to validate 
the statement that Gangwon Province is a price-lagging 
area in the capital region. A time-series X is said to Grang-
er-cause Y if regressing later values of Y on earlier values 
of itself and X is more predictive of Y than regressing on 
earlier values of Y alone (Granger, 1969).

The order of causality, that is, the lookback period, 
was specified to be 12, which is the same as that used 
for training the LSTM. Table 3 provides the results of the 
Granger causality test. The price fluctuations in Gyeonggi 
Province and Seoul appeared to help predict future pric-
es in Gangwon Province, as indicated by the F-statistic 
and corresponding p-value (0.008 for Gyeonggi, and 0.05 
for Seoul). The F-statistic in the case of Gyeonggi Prov-
ince, being a cause, is 2.36 and significant with a p-value 
of 0.008, implying that the prices in Gyeonggi Province 
noticeably contributed to improving the prediction of 
prices in Gangwon Province. The next highest F-statistic 
in terms of magnitude is Seoul and then Incheon, in this 
order. The order of the magnitude of the F-statistic in Ta-
ble 3 corresponds to the geographical distance of the area 
concerned from Gangwon Province, as shown in Figure 2. 
This consistency between the Granger causality test and 
the physical distance reasonably supports the idea that 
Gangwon Province is a price-lagging area, and utilization 
of a multi-output LSTM helped to enhance the predictive 
accuracy by leveraging the price information across the 
price-leading areas in the immediate vicinity.

Table 3. Result of Granger causality test

Cause (X) → Effect (Y) F-statistic p-value

Gyeonggi → Gangwon 2.36 0.008
Seoul → Gangwon 1.79 0.050
Incheon → Gangwon 1.63 0.084

Conclusions

Four study areas in the capital region were chosen to pre-
dict house prices and trading volumes. An RNN, a neural 
network specially designed to analyze time series data, was 
utilized, and a multi-output LSTM was implemented to ex-
ploit the correlations in house prices and trading volumes 
across adjacent areas, thereby alleviating the problems that 

arise from using a small dataset. The multi-output LSTM 
outperformed baseline models such as the ARIMA model 
and single-output LSTM for predicting house prices in 
Gangwon Province. Our approach showed little improve-
ment for predicting house prices in the other three areas: 
Seoul, Incheon, and Gyeonggi Province. As for predicting 
the trading volumes, the performance of the three models 
was similar with little difference among them.

The improved performance in the prediction of house 
prices in Gangwon Province can be attributed to the 
leading-lagging relationship between adjacent areas. The 
Granger causality test was employed to show that Gang-
won Province was a price-lagging area in terms of house 
prices in the capital region, and this reality was exploited 
by the multi-output LSTM, thereby enhancing the accura-
cy of the prediction of house prices in Gangwon Province. 
The Granger causality test is a statistical test that has been 
widely used for forecasting time series in the following 
manner, for example, in testing whether one time series, 
such as house prices, can be useful in predicting another 
time series, such as house trading volumes, or vice versa. 
This study extended the use of the Granger causality test 
to geographical settings, demonstrating that it can be effec-
tively used to identify spatially leading and lagging areas.

Monitoring and forecasting tendencies in the real es-
tate market has always been a primary issue for both poli-
cymakers and private investors. Governments check and 
track movements in the prices and trading volumes in the 
market, and often require predictions because these trends 
indicate the health and efficiency of the market. These 
trends could help the government to identify an emerg-
ing bubble in house prices or a decrease in buyers’ ability 
to afford houses in advance. Real estate developers keep an 
eye on prices and trading volumes to estimate the level of 
construction activity in the following year. Investors em-
ploy different portfolio management strategies depending 
on the status of the market, which is usually determined 
by the degree of market activity, for example in the form 
of price and volume movements. Hence, an improvement 
in the forecasting accuracy of the future market can pro-
vide useful guidelines for both the government and private 
sector companies.

The multi-output LSTM approach adopted in this study 
can be flexibly utilized in tasks beyond the housing mar-
ket. For example, predicting prices and trading volumes of 
commercial properties is a major concern for office and 
retail managers. Forecasting land market activity is critical 
for new town developers. Hence, the study results are ex-
pected to promote the application of deep learning-based 
approaches in the overall real estate industry.

The proposed multi-output LSTM approach can be ap-
plied to different study areas and tasks on a larger spatial 
scale. In the case of application to other study areas, a clear 
leading-lagging relationship between neighboring areas 
may not be present. This could lead to little improvement 
in the prediction by the multi-output LSTM. In addition, 
the LSTM layers used in the network are computation-
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ally intensive, and thus the computation could be con-
siderably time-consuming to perform if the multi-output 
LSTM were applied to tasks on a nationwide or global 
scale. Hence, generalizing the findings of this study to 
other provinces and spatially scaling up prediction tasks 
would be necessary in the future.
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