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Abstract. Vietnam's rapid urbanization and economic growth have led to an increase in high-rise buildings,
making building subsidence a significant concern. Monitoring subsidence is crucial for ensuring building
safety and reducing potential risks. The leveling method is commonly used in Vietnam to monitor subsid-
ence, providing valuable data for predicting future subsidence behavior. However, traditional prediction
methods based on mathematical models have limitations in capturing complex subsidence patterns. Ma-
chine learning techniques have shown promise in enhancing subsidence prediction accuracy. In this study,
we analyze machine learning methods for predicting building subsidence using leveling results in Vietnam.
We utilize a dataset from a subsidence monitoring network in Hoa Binh General Hospital and compare the
performance of linear regression, decision tree regression, and random forest regression models. Our results
show that the decision tree and random forest models produce consistent predicted subsidence values,
aligning with the observed stability of the building. In contrast, the linear regression model fails to capture
the diminishing nature of subsidence over time. We discuss the implications of these findings and high-
light the advantages of machine learning in accurately forecasting subsidence. The study demonstrates the
potential of machine learning in revolutionizing subsidence prediction and enhancing the monitoring and
management of building stability and structural integrity in Vietnam.
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1. Introduction

Vietnam's rapid urbanization and economic growth have
witnessed the proliferation of high-rise buildings that
shape the modern skyline. These towering structures serve
as symbols of progress and prosperity, accommodating
commercial, residential, and institutional activities. How-
ever, with the increasing number of high-rise buildings,
the issue of building subsidence has emerged as a sig-
nificant concern. Building subsidence refers to the gradual
sinking or settling of a structure into the ground, which
can compromise its structural integrity and pose risks to
occupants and neighboring buildings (Forth, 2004; Roy &
Robinson, 2009).

Monitoring building subsidence is essential to ensure
the safety, functionality, and longevity of high-rise build-
ings in Vietnam. Subsidence can manifest in various ways,
such as vertical settlement, tilting, or differential move-
ment of different parts of the structure. These phenomena
can lead to structural damage, including cracks in walls,
floors, and foundations, impacting the overall stability of
the building (Zhang et al., 2021). By monitoring building

subsidence, early warning signs can be detected, allow-
ing for timely interventions to mitigate risks and prevent
further damage.

The leveling method, which is widely recognized as the
most accurate method (Karila et al., 2013; Lyon et al., 2018),
is commonly employed in Vietnam to monitor building
subsidence. This technique involves periodically measuring
monitoring points on a building to track changes in their
elevation over time. The collected data offers valuable in-
sights into the magnitude and rate of subsidence.

Based on the leveling results, various prediction meth-
ods are commonly used in Vietnam. Predicting building
subsidence from the leveling measurements serves two
important purposes in practice: firstly, it allows for the es-
timation of future subsidence behavior, enabling proactive
assessment and management of potential risks; secondly,
it offers the advantage of reducing the frequency of level-
ing measurements or even eliminating the need for con-
tinuous monitoring. However, these methods often rely
on mathematical models, one traditional approach, such
as linear functions, polynomial functions (Bui et al., 2016),
and exponential functions (Tran & Nguyén, 2017),... which
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are considered traditional approaches. While these mod-
els utilize historical leveling data to estimate future sub-
sidence trends and make forecasts, they have limitations.
These conventional prediction methods often assume a
simplistic relationship between time and subsidence, fail-
ing to account for the complex interplay of multiple fac-
tors contributing to subsidence.

In recent years, machine learning has emerged as a
powerful tool for predicting building land subsidence
based on leveling results (Li et al., 2023; Shi et al., 2020).
Machine learning techniques offer distinct advantages
over conventional methods in terms of accuracy, efficiency,
and flexibility. By analyzing large volumes of data, machine
learning algorithms can identify intricate patterns, correla-
tions, and nonlinear relationships, enabling more accurate
and precise predictions of building subsidence. Further-
more, machine learning models can adapt and refine their
predictions as new data becomes available, ensuring con-
tinuous improvement and enhancing their reliability over
time (Tang & Na, 2021).

In Vietnam, machine learning has found effective appli-
cations in various areas such as forecasting soil compres-
sion (Le et al,, 2020), flooding (Ngo et al.,, 2020; H. D. Ngu-
yen et al, 2022), and more. These studies have demon-
strated the effectiveness of machine learning in enhancing
the accuracy and efficiency of predictions, complementing
traditional methods. However, the application of machine
learning specifically in subsidence prediction remains
limited and primarily focused on research. For example,
Q. L. Nguyen et al. (2021) conducted a study where they
applied a multilayer feed-forward artificial neural network
along with the back-propagation algorithm to forecast
ground subsidence caused by underground coal mining
in Mong Duong. Their research highlighted the potential
of machine learning in predicting building subsidence ac-
curately. The application of machine learning in building
subsidence prediction holds promising opportunities to
revolutionize the field, offering more robust and reliable
forecasts.

In this paper, we provide a thorough analysis of ma-
chine learning techniques applied to predict building sub-
sidence using leveling results in Vietnam. Our study utilizes
a dataset of leveling results obtained from the subsidence
monitoring network established for the Oncology and Re-
habilitation building at Hoa Binh General Hospital in Viet-
nam. Through our analysis, we demonstrate the superior
performance of machine learning in accurately predicting
building subsidence. The results obtained highlight the ad-
vantages of machine learning in this context. Furthermore,
we discuss the implications of these findings and their sig-
nificance for the monitoring of building subsidence.

2. Background theory

In this section, we provide an overview of the background
theory behind the machine learning models used in this
study for subsidence prediction, along with the key evalu-
ation metrics chosen for assessing the model performance.

Linear Regression:

Linear regression is a widely used supervised machine learn-
ing algorithm for predicting continuous target variables. It
establishes a linear relationship between the input features
and the target variable by fitting a straight line to the data.
The algorithm assumes that the relationship between the fea-
tures and the target variable is linear, and it aims to find the
best-fitting line that minimizes the difference between the
predicted values and the actual target values. Linear regres-
sion is a simple yet powerful algorithm that provides inter-
pretability and is widely used in various fields. Brief Outline of
the Linear Regression Algorithm (Montgomery et al.,, 2021):

1. Data Preparation: Gather the dataset consisting of
input features (independent variables) and their
corresponding target values (dependent variable).

2. Model Representation: Represent the linear regres-
sion model as a linear equation, where the target
variable is predicted as a linear combination of the
input features.

3. Cost Function: Define a cost function, typically the
MSE. The goal is to minimize this cost function.

4. Parameter Estimation: Estimate the parameters (co-
efficients) of the linear regression model that mini-
mize the cost function.

5. Predictions: Utilize the trained linear regression model
to make predictions on new, unseen data by plugging
in the input features into the linear equation.

Decision Tree Regression:

The Decision Tree Regression algorithm is a supervised
machine learning algorithm used for predicting continu-
ous target variables. It utilizes a tree-like model to make
predictions by partitioning the feature space into distinct
regions. Each region represents a leaf node in the tree,
and the target value is estimated by taking the average
(or any other statistical measure) of the target values in
that region. Decision trees are versatile and widely used due
to their interpretability and ability to handle both numerical
and categorical features. Brief Outline of the Decision Tree
Regression Algorithm (Hastie et al., 2009):

1. Select the target variable: Determine the variable to
be predicted (continuous target variable) and the
features (independent variables) that will be used for
prediction.

2. Splitting criteria: Choose a splitting criterion to deter-
mine the optimal feature and value to split the data at
each node. Common criteria include MSE or variance
reduction.

3. Build the tree: Recursively partition the data based on
the selected splitting criteria until a stopping condi-
tion is met. This condition can be the maximum depth
of the tree, minimum number of samples required to
split a node, or other pre-defined conditions.

4. Assign a prediction value: At each leaf node, assign a
prediction value based on the target values of the
samples within that region. The most common ap-
proach is to take the average of the target values,
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but other statistical measures can be used as well.
5. Predictions: Traverse the tree to predict the target
variable for new data points by following the split-
ting conditions until reaching a leaf node. The pre-
diction is the assigned value at that leaf node.

Random Forest Regression:

The Random Forest Regression algorithm is an ensemble
learning method that combines multiple decision trees to
create a predictive model for regression tasks. It works by
constructing a multitude of decision trees during the train-
ing phase and making predictions based on the average
or majority vote of the individual tree predictions. Here is
a brief outline of the Random Forest Regression algorithm
(Breiman, 2001):

1. Randomly select a subset of the training data.

2. Construct a decision tree based on the selected
subset by recursively partitioning the data based
on the feature that provides the best split.

3. Repeat steps 1 and 2 to create a collection of deci-
sion trees.

4. For prediction, pass the test data through each de-
cision tree and obtain a prediction from each tree.

5. Aggregate the predictions from all the decision
trees to obtain the final prediction. For regression
tasks, this can be done by taking the average of the
individual tree predictions.

For evaluating the performance of the subsidence pre-

diction models, we employ the following metrics:

Mean Squared Error (MSE):

It measures the average squared difference between the
predicted and actual subsidence values. MSE is calculated
using the formula (Wang & Bovik, 2009):

MsE=— 5" (v-5.), 1)

n
where n is the number of validation samples, y; rep-
resents the actual subsidence value, and j/l. is the pre-
dicted subsidence value.

MSE quantifies the overall prediction error, with lower
values indicating better accuracy.

Mean Absolute Error (MAE):

It measures the average absolute difference between the
predicted and actual subsidence values. MAE is calculated
using the formula (Chai & Draxler, 2014):

MAE =%Z;|y,. -9l

MAE provides a measure of the average magnitude of
errors, regardless of their direction.

)

R-squared (R?) Score:

It represents the proportion of the variance in the target
variable that can be explained by the model. R? is calculated
using the formula (Lewis-Beck & Skalaban, 1990):

n
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where y; the mean of the actual subsidence value.

R? ranges from 0 to 1, with higher values indicating a
better fit of the model to the data. It provides an indication
of how well the model captures the variability in the target
variable.

We chose these models and evaluation metrics for our
study due to their effectiveness in subsidence prediction
tasks and their interpretability. Linear regression provides
a simple and transparent model, allowing us to understand
the individual impact of input features. Decision tree regres-
sion and random forest regression capture non-linear rela-
tionships and handle complex datasets well. Support vector
regression is known for its ability to handle non-linear data
and complex feature spaces. The selected evaluation met-
rics provide a comprehensive assessment of the models’
performance in terms of accuracy and explanatory power.

By employing these models and evaluation metrics,
we aim to develop accurate subsidence prediction models
for buildings in Vietnam. Through careful comparison and
analysis of the model results, we can determine the most
suitable model for subsidence prediction in this specific
context and gain valuable insights into the factors influ-
encing subsidence behavior.

; 3)

3. Data and method
3.1. Study data

The data used in this study focuses on the subsidence
values of monitoring point M1. The dataset includes the
measurement times and corresponding subsidence values
in millimeters (mm) for monitoring point M1 (Table 1). The
data points are as follows:

Table 1. The data points

Measurement time Subsidence value (mm)
18/06/2021 -14
18/07/2021 -2.1
18/08/2021 2.1
28/03/2022 -4.62
18/04/2022 -5.0
18/05/2022 -5.4
18/06/2022 -6.0
18/07/2022 -6.1
18/08/2022 -7.0
18/09/2022 -7.5
18/10/2022 -7.8
18/11/2022 -8
18/12/2022 -8.1
18/01/2023 -8.2
18/02/2023 -8.21
18/03/2023 -8.20
18/04/2023 -8.19
18/05/2023 -8.20
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The subsidence value at a measurement time is deter-
mined as the difference between the height at that specific
time and the height at the previous time. These heights
were obtained using leveling techniques and are part of a
subsidence monitoring network consisting of nine points.
The monitoring network is specifically established for the
Oncology and Rehabilitation building, which is part of the
"Expansion of Hoa Binh General Hospital” project. The
foundation of the building utilizes pile technology with a
length of 18 meters.

The objective of this research paper is to employ ma-
chine learning methodologies to predict subsidence values
for monitoring point M1, providing valuable insights for
the assessment and management of the building's stability
and structural integrity.

3.2. Study method

In this study, we employed machine learning techniques
to predict subsidence values for a building in Vietnam.
The methods used in this study are described in Figure 1:

Data Collection

v

Feature Engineering

\ * J
s ~
Model Selection
(. * J/
e N

Model Training and Evaluation

v

Prediction for New Measurement Times

v

Data Visualization and Interpretation

. J

Figure 1. Workflow of building subsidence prediction using
machine learning

Data Collection: We collected subsidence data from the
monitoring point M1. The data consists of measurement
times and corresponding subsidence values in millimeters
(mm).

Feature Engineering: We engineered the features re-
quired for training the machine learning models. In this
study, we focused on a single feature, namely the mea-
surement time. We transformed the measurement time
into an ordinal representation, which is a numerical format
suitable for model training.

Model Selection: We explored different machine learn-
ing algorithms to predict subsidence values. The models

used in this study include linear regression, decision tree
regression, and random forest regression. These models
were selected based on their ability to capture different
types of relationships between the input feature (measure-
ment time) and the target variable (subsidence value). The
models were implemented using the scikit-learn library in
Python.

Model Training and Evaluation: We divided the data
into training and validation sets to train and evaluate the
performance of the selected models. The training set was
used to fit the models to the data, while the validation
set allowed us to assess the models’ predictive capabili-
ties. We used evaluation metrics such MSE, MAE, and R?
score to quantify the accuracy and goodness of fit of each
model.

Prediction for New Measurement Times: After training
the models, we utilized them to predict subsidence values
for new measurement times. We provided a sample set
of measurement times for future reference and used the
trained models to generate predictions.

Data Visualization and Interpretation: To visualize the
results, we created plots showcasing the actual subsidence
measurements, model predictions, and the predicted sub-
sidence values for the new measurement times. These vi-
sual representations aided in understanding the patterns
and trends in the subsidence data and the performance of
the trained models.

By employing these study methods and analyzing the
collected data, we aimed to develop accurate and reliable
predictions of subsidence values for the building in Viet-
nam, facilitating effective monitoring and decision-making
in the context of structural stability and integrity.

4. Result and discussion

The dataset was divided into a training set consisting of 14
data points and a validation set containing 4 data points.
Three different models, namely Decision Tree, Random
Forest, and Linear Regression, were trained and evaluated
on the data. The performance metrics for each model on
the validation set are presented in Table 2.

Table 2. Evaluation metrics for each model

Evaluation - Random Linear
. Decision Tree .
metrics Forest Regression
MSE 0.36855 1.05472 0.23799
MAE 0.50500 0.85995 0.42129
R? 0.93088 0.80219 0.95536

Among the models, Linear Regression shows the lowest
errors (MSE and MAE) and the highest R? value, indicating
a strong linear relationship between the measurement time
and subsidence values. However, it may not accurately
capture the diminishing nature of subsidence over time.
The Decision Tree and Random Forest models, although
slightly less accurate according to the evaluation metrics,



provide predictions that align with the observed stability
of the building and may be more suitable for capturing
non-linear trends in subsidence.

Using the trained models, subsidence values were
predicted for three new measurement times: 18/06/2023,
18/07/2023, and 18/08/2023. Table 3 displays the pre-
dicted subsidence values, while Figure 2 showcases the
predicted subsidence lines for each model.

Table 3. Predicted subsidence of monitoring point M1 for
each model

The Decision Tree and Random Forest models pro-
duce identical predicted subsidence values for all three
measurement times, suggesting a consistent subsidence
value of —-8.2 mm. These models capture the observed
stability of the building where no significant subsidence
has been observed since November 2022. The predic-
tions align with the fact that no further substantial sub-
sidence is expected in the future. In contrast, the Linear
Regression model predicts a decreasing trend in sub-
sidence values over time. However, the predicted sub-
sidence values (-9.474272, —9.777098, —10.090019) still
indicate subsidence, which does not accurately reflect
the gradual reduction observed in the actual data. The
linear trend implied by the Linear Regression model fails
to capture the diminishing nature of subsidence over
time.

D. T. Tran et al. Prediction of building subsidence in Vietnam using machine learning techniques based on leveling results

Although the Linear Regression model exhibits supe-
rior performance in terms of evaluation metrics, caution
should be exercised when using it to predict subsidence
in this particular scenario. Its predictions may lead to mis-
leading results as the model assumes a linear relationship
between time and subsidence, which contradicts the di-
minishing subsidence observed in the data.

Considering the limitations of the Linear Regression
model, the Decision Tree and Random Forest models
are more suitable for predicting the subsidence of the
building in this study. These models effectively capture

- Random Linear the absence of significant subsidence in recent data and

Measurement | Decision Tree Forest Regression provide predictions that align with the observed stability

time (mm) (mm) (mm) of the building. By considering various features and their

2023-06-18 8.2000 81979 94743 interactions, the Decision Tree and Random Forest mod-

2023-07-18 8.2000 281979 97771 els offer more flexibility and robustness in capturing the
5033-06-18 89000 51979 10,0900 non-linear behavior of subsidence over time.

5. Conclusions

This study utilized machine learning models, Decision Tree,
Random Forest, and Linear Regression, to predict subsid-
ence values for a building in Vietnam. Performance metrics
and the ability to capture observed subsidence behavior
were used to evaluate the models, which were trained and
validated using a specific time period’s subsidence meas-
urements.

The analysis revealed that Linear Regression had the
lowest errors and highest R? value but failed to capture
the diminishing subsidence trend in the data. In contrast,
the Decision Tree and Random Forest models provided
predictions aligned with the building’s observed stability,
despite slightly higher errors and lower R* values. These
models demonstrated the ability to capture non-linear

Subsidence Prediction for Point Monitoring M1
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Figure 2. Predicted subsidence lines of monitoring M1 for each models
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relationships and adapt to complex data patterns, making
them more suitable for subsidence prediction in this
context.

This study demonstrates the potential of machine
learning models—Decision Tree and Random Forest-in
predicting subsidence values for buildings. Despite slightly
lower accuracy metrics than Linear Regression, these mod-
els align with observed stability and capture non-linear
trends.
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